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SUMMARY
The rapid evolution of Artificial Intelligence (AI) is driving significant advancements across various sec-

tors, enhancing efficiency, decision-making, and innovation. AI’s widespread integration into daily life

and industries demonstrates its transformative potential, creating a more interconnected and auto-

mated world. Beyond simple automation, AI tackles complex tasks and large-scale problems with a

market value in the trillions of dollars. This highlights the growing significance of AI and the neces-

sity for effective human-AI interaction. The AI4REALNET project seeks to harness AI to improve the

efficiency, safety, and resilience of critical infrastructures such as power grids, railways, and air traffic

networks. This position paper outlines AI4REALNET’s approach to applying AI in network infrastruc-

ture operations, translating application needs into algorithmic proposals for effective human-AI col-

laboration in decision-making processes. The document includes a review of AI decision-making and

human-AI interaction, use cases for each critical infrastructure, and digital environments for training

AI agents. It also identifies promising research directions to enhance critical network infrastructures,

such as advanced learning techniques and human-AI co-learning models. By combining advanced AI

algorithms with human expertise, the AI4REALNET project aims to create resilient and efficient sys-

tems. This involves developing learning techniques, hybrid co-learning models, and autonomous AI

systems operating under human supervision.
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1. INTRODUCTION

Artificial intelligence (AI) has rapidly evolved, paving the way for an unprecedented enhancement of

many sectors and industries. From healthcare to finance, from education to entertainment, AI tech-

nologies are being deployed to improve efficiency, improve decision-making, and offer innovative

solutions to complex problems. The pervasiveness of AI is apparent in how it influences daily ac-

tivities, such as personalized recommendations on streaming platforms, intelligent virtual assistants

that streamline personal and professional tasks, and sophisticated algorithms that drive the success of

social media and e-commerce platforms. This widespread adoption underscores AI’s transformative

potential and role in shaping a more interconnected and automated world.

Moreover, AI’s capabilities extend far beyond simple automation and data analysis. It is increasingly

being adopted to tackle complex tasks and manage large-scale physical problems. According to inter-

national reports (Chui et al., 2018), AI is predicted to unlock a market value in the order of trillions

of US dollars. This indubitably witnesses the relevance that AI has acquired and will acquire in the

next few years. Additionally, the widespread adoption of AI is creating the conditions for a new and

inevitable interaction between humans and AI systems. In such a scenario, creating an ecosystem in

which humans and AI systems interact in a healthy way, where the roles and positions of both actors

have to be clearly identified, is a critical challenge for research and industry in the next few years.

In this scenario, the AI4REALNET project sets the ambitious goal to adopt AI-based solutions to en-

hance critical infrastructures’ efficiency, safety, and resilience. The project’s motivation and focus are

directed to large-scale physical systems such as power grids, railways, and air traffic networks, where AI

itself and, evenmore, the collaboration between AI and humans can potentially unlock new appealing

opportunities. All these applicative scenarios share the complexity of the decision process and have a

structure based on networks in common. In power grids, AI can enhance load and renewable energy

forecasting and support operations with a high share of renewable energy with optimized preventive

and remedial actions, facilitating the integration of renewable energy sources and improving grid sta-

bility. In railway networks, AI can optimize scheduling, predictive maintenance, and real-time traffic

management, reducing delays and operational costs. For air traffic control, AI can improve flight path

optimization, detect potential hazards, and manage airspace more effectively, increasing safety and

reliability. Overall, integrating AI into these critical infrastructures, explicitly accounting for and lever-

aging human presence, can lead tomore resilient, sustainable, and efficient systems, significantly ben-

efiting operators and users. By developing innovative decision-making algorithms, AI4REALNET aims

to augment human capabilities, ensuring that AI systems not only support and learn from human op-

erators. The project also seeks to create trustworthy AI-assisted human control and develop novel AI

9



AI FOR THE OPERATION OF CRITICAL INFRASTRUCTURES
D2.1

algorithms within open-source environments that emulate real-world scenarios.

This deliverable sets the position of AI4REALNET consortium for the application of AI to the operations

in network infrastructure. It aims to transform the needs of the described application scenarios into

a roadmap with precise algorithmic proposals for the effective and actual adoption of AI systems that

are able to collaborate with humans to solve the corresponding decision processes.

Following rigorous scientific principles, we start identifying the mathematical frameworks that match

the peculiar characteristics of the applicative scenarios described above. To this end, in Section 2,

we conduct a comprehensive review of the state-of-the-art in AI, discussing both the foundational

and technical aspects of decision-making and ones related to human-AI interaction and co-learning.

This review is grounded in the specific use cases identified by AI4REALNET, which reflect the current

challenges and requirements associated with this kind of network-based environments. By examining

existing solutions and technologies, we can identify gaps and opportunities where the AI4REALNET

project impacts. This analysis is crucial for understanding the project’s landscape and ensuring our

efforts align with real-world needs.

In parallel, to effectively understand theneeds andpeculiarities of the application scenarios of network-

based critical infrastructure, the AI4REALNET designed several use cases and digital environments for

each critical infrastructure (power grid, railway, and air traffic management). In Section 3, for each

application, a description of the main open challenges, relevant related works, and use cases are pro-

vided. Furthermore, in Section 4, the digital environments are described. These contributions will

allow us to match the application scenarios with the mathematical frameworks described in the previ-

ous sections. Furthermore, the availability of digital environments will unlock important opportunities

for training AI agents in simulation.

Once the knowledge of the available frameworks (Section 2) and the knowledge of the application

scenarios are acquired (Section 4), we move to delineate the novel research direction that will be in-

vestigated in the context of the project. They reflect the view of the AI4REALNET consortium regard-

ing which directions are believed to be promising and should be considered for making AI systems

enhance the functioning of critical network infrastructures, guaranteeing the requested reliability and

safety constraints. In Section 5, we identify several classes of approaches that are particularly relevant

for addressing the open problems in our use cases. These approaches include advanced supervised

and reinforcement learning techniques, hybrid human-AI co-learning models, and autonomous AI sys-

tems designed to work under human supervision. Each approach brings strengths and challenges,

and their effective integration is key to achieving the project’s objectives. For each of them, we revise

the methodologies, the available approaches in the literature, and the challenges feeding the new

research directions with particular reference to the needs and peculiarities of the application scenar-

ios of interest for the project. By defining these research areas, we establish a clear direction for
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the AI4REALNET efforts and ensure that all project activities are aligned with the overarching goals of

enhancing critical infrastructure through AI. Even beyond the project’s scope, this leads to the identifi-

cation of a position of the consortium, which concertizes into a structured, multi-faceted approach to

developing AI systems that complement and enhance human decision-making capabilities in critical

system operations. This concept will guide the research and development efforts within AI4REALNET,

ensuring thatwe achieve our ambitious goals coherently and effectively, and has the ambition of bring-

ing inspiration to academia and industry, contributing to the development of the next-generation AI

systems.

2. SEQUENTIAL DECISION MAKING

Reinforcement Learning (RL, Sutton and Barto, 2018) is a branch of Machine Learning (ML, Bishop,

2006) that studies sequential decision-making problems. In RL, we consider the scenario in which a

learning agent sequentially interacts with an environment. In this interaction framework, at each time

step t, the agent receives an observation of the state of the environment st and selects action at. The

action at causes an evolution of the environment to a new state st+1 and generate a reward rt, the

function of the state st and action at. RL agents aim to learn how to optimize the expected sum of the

rewards in an unknown environment by learning from data.

In this section, we survey the possible RL frameworks we are interested in to solve the tasks presented

in Section 1. First, in Section 2.1, we discuss the commonly adopted frameworks for single-agent RL,

then, in Section 2.2, we survey the relevant frameworks formulti-agent RL.

2.1. SINGLE-AGENT FRAMEWORKS

In this section, we revise the frameworks of interest for what concerns single-agent reinforcement

learning. We start in Section 2.1.1 by presenting finite-horizon Markov Decision Processes (MDPs).

Then, in Section 2.1.2, we generalize MDPs to Partially Observable MDPs (POMDPs), to model the

case where the state cannot be completely observed. Subsequently, in Section 2.1.3, we introduce

Factored Markov Decision Processes (FMDPs), a particularization of MDPs with a factorized structure.

Finally, in Section 2.1.4, we present Semi-Markov Decision Processes (SMDPs), a generalization of

MDPs considering more general temporal dynamics.
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FIGURE 1 - THE AGENT-ENVIRONMENT INTERACTION PROTOCOL.

2.1.1. MARKOV DECISION PROCESSES

Markov Decision Processes (MDPs, Puterman, 1990) offer a well-studied mathematical framework to

model sequential decision-making problems. An MDP is formalized as a tupleM := ⟨S,A, P,R,H⟩,

where S is the set of environment states the environment can assume, A is the set of actions the

agent can execute, P : S ×A×S → [0, 1] is the stochastic transition function, being P (s′|s, a) is the

probability ofmoving to next state s′when performing action a in state s,R : S×A → R is the reward

function, beingR(s, a) is the reward the agent gets when performing action a in state s, andH ∈ N is

the planning horizon.1 In MDPs, both the transition probability and the reward function depend only

on the current state and action, as the state and actionhistories are irrelevant (a.k.a. Markov property).

The agent chooses actions according to a policy π = (πt(a|s))t∈[H] that maps, at each t ∈ [H], each

state to a (possibly stochastic) action, where πt(a|s) is the probability that the agent chooses a when

the environment is in state s at time t, formally πt : S × A → [0, 1]. Finding an optimal solution

to an MDP means searching for a policy π∗ maximizing the expected sum of the rewards achieved

during the H steps we interact with the environment, formally π∗ ∈ argmaxπ∈
∏ Eπ [J(π)], where

Eπ [J(π)] = Eπ

[∑H
t=1R(st, at)

]
is the expected cumulative reward of policy π.

All the sequential decision-making problems we present in Section 3 can be effectively modeled using

Markov Decision Processes (MDPs). Indeed, MDPs provide a framework for these problems by encap-

sulating the stochastic nature of decision-making and the optimization of long-term rewards, thereby

facilitating the development of policies that can guide decision-makers. We point out, however, that

when addressing the aforementioned scenarios with particular classes of algorithms (e.g., distributed

and hierarchical RL), the resulting interactions give rise to other frameworks, which will be discussed
1In this work, we focus on finite-horizon scenarios due to their affinity with the real-world use cases we are considering.

All the settingswe introduce in this section can also be seen in a discounted infinite-horizon fashion by introducing a discount
factor γ ∈ [0, 1).
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in the remainder of this section.

2.1.2. PARTIALLY OBSERVABLE MARKOV DECISION PROCESSES

The problem of partial observability is ubiquitous when facing sequential decision-making problems

in the real world. In these problems, the agent can partially observe the environment’s state.

The framework of MDPs can be generalized to take partial observability into account. Partially Ob-

servable Markov Decision Processes (POMDPs, Åström, 1965; Smallwood and Sondik, 1973; Mona-

han, 1982; Littman, 2009) are a generalization of MDPs in which the environment is assumed to have

a well-defined latent state s that underlies and produces the environment’s observations o.

A POMDP can be formally described as a tupleMP := ⟨S,A, P,R,H,Ω, O⟩ where ⟨S,A, P,R,H⟩

are defined as before for the underlyingMDPs,Ω is a set of possible observations,O is the conditional

observation probabilitiesO : S ×A×Ω → [0, 1], i.e.,O(o|s′, a) is the probability of observing o ∈ Ω

when performing action a and transitioning to new state s′.

2.1.3. FACTORED MARKOV DECISION PROCESSES

Factored Markov Decision Processes (FMDPs, Boutilier et al., 1995, 1999; Degris and Sigaud, 2013;

Osband and Van Roy, 2014) are a particularization of MDPs that makes it possible to represent the

transition and the reward functions of some problems compactly (compared to an explicit enumer-

ation of state-action pairs). Such formulation is useful when the action space is large. Formally, an

FMDP is formalized as a tupleMF := ⟨S,A, P,R,H⟩, where the state space factors are in the form

of S = S1×· · ·×Sm where one state describes one combination of substates s = (s1, . . . , sm) ∈ S ,

the action spaceA is defined as forMDPs, the transition probabilityP satisfies the factoredMarkovian

form P (s′|s, a) =
∏

i∈[m] P (s′i|s, a), the reward function satisfies the separable structure R(s, a) =∑
i∈[m]Ri(si, a), and H is the horizon. This factorization structure means that each action has an

independent transition when conditioned on the current state and action. The policy can be inde-

pendently factored across the components of the action vector given a state, formally πt(a|s) =∏
i∈[m] πt,i(a|si).

2.1.4. SEMI-MARKOV DECISION PROCESSES

Semi-Markov Decision Processes (SMDPs, Howard, 1963; Ross, 1970; Drappo et al., 2023) are a gener-

alization of MDPs that admit temporally extended actions, i.e., actions that can execute for a certain

time during which the agent has no control over the decision process. Formally, an SMDP is formalized

as a tupleMS := ⟨S,A, P,R,H⟩, where S is the set of possible states,A is the temporally extended

action space, P (s′, t′|s, a, t) is the probability of ending to state s′ after (t′ − t) steps, by playing

13
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the temporally extended action a ∈ A in state s at stage t ∈ [H] (H is the length of the episode),

R(s, a, t) is the reward accumulated until the termination of the temporally extended action a played

in state s at stage t ∈ [H] of the episode. This modeling approach allows for the precise representa-

tion of state transitions and rewards over extended and non-uniform time intervals, providing a more

accurate and flexible framework for optimizing decisions in hierarchical structures, as we will see in

Section 5.1.2. By leveraging SMDPs, one can address the complexities inherent in these problems,

ensuring that strategies account for both the timing and sequence of decisions across different levels

of the hierarchy.

2.2. MULTI-AGENT FRAMEWORKS

In this section, we summarize the basic frameworks of Multi-Agent Reinforcement Learning (MARL).

In particular, we first focus (Section 2.2.1) on Markov Games (MG) and Partially Observable Markov

Games (POMG), an extension of MG to the scenario of partial observability (Section 2.2.2). Finally, in

Section 2.2.3, we move our attention to the Decentralized Markov Decision Processes (Dec-POMDPs),

a specification of cooperative POMGs. All the Distributed Reinforcement Learning (DRL, Section 5.1.1)

problems can be effectively modeled using Markov Games. Markov Games, also known as stochastic

games, extend the Markov Decision Process framework to multi-agent environments where multiple

agents interact, each with distinct goals and strategies.

2.2.1. MARKOV GAMES

Markov Games (MGs, Shapley, 1953a; Littman, 1994; Filar and Vrieze, 1997) formalize the interactions

and decision-making processes of multiple agents in a dynamic environment. Formally, we define a

Markov game as a tuple G :=
⟨
n,S, (Ai)i∈[n], P, (Ri)i∈[n],H

⟩
, where n is the number of agents, S is

the set of possible states of the environment,Ai is the set of possible actions available to agent i, for

i ∈ [n] (where n is the number of agents), P : S ×A1 × · · · ×An ×S → [0, 1] is the state transition

function, which defines the probability of transitioning from one state to another given the current

state and the joint actions of all agents,Ri : S ×A1× · · ·×An → R is the reward function for agent

i, which specifies the immediate reward obtained by agent i starting from a given state and given the

actions of all the agents,H ∈ N is the horizon.2 The dynamics of MGs follow the principles of MDPs

described before, where transitions between states are governed by stochastic processes and satisfy

the Markov property. Specifically, the next state of the environment depends only on the current

state and the joint actions of all the n agents, regardless of the history of previous states and actions.

Agents in MGs aim to maximize their expected cumulative rewards over time by selecting actions that

2For n ∈ N, we define [n] := {1, 2, . . . , n}.
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lead to favorable outcomes. This often involves learning optimal strategies through exploration and

exploitation of the environment. Given the relation between the agents’ rewards, we can dividemulti-

agent RL problems as follows. If all the rewards of the different agents behave according to each other

in all the state and action spaces, the agents need to coordinate and collaborate, and we talk about

cooperative MARL. On the other hand, if increasing the reward of an agent, the ones of the other

agents decrease, we talk about competitive MARL. In this work, we focus only on the cooperative

scenario.

The most general theoretical objective of MGs is represented by a Nash equilibrium (Nash, 1950).

Given the set of n agents whose action spaces are represented by (Ai)i∈[n], each agent i tries to find

a policy πi : S → ∆(Ai) which maximizes its own value function. In this case, the cumulative reward

of each agent i is controlled not only by its own policy πi, but also by the policies of all other agents

π−i, thus the value function depends on the same time on the stochasticity of πi and π−i.

A Nash equilibrium for the Markov Game G is a joint policy π∗ =
(
π1,∗, π2,∗, . . . , πn,∗) such that each

value function of πi,∗ is larger than any other possible value function when the combined with the

other policies π−i,∗. It represents an equilibrium point in which the value function of each agent i is

maximized concerning its own policy and the other agents’ policies. More than one equilibrium point

may exist.

2.2.2. PARTIALLY OBSERVABLE MARKOV GAMES

Partially Observable Markov Games (POMGs, Hansen et al., 2004; Liu et al., 2022) extend the concept

of Markov games to scenarios where agents have incomplete information about the true state of the

environment. Formally, a POMG is definedby a tupleGP :=
⟨
n,S, (Ai)i∈[n], P, (Ri)i∈[n],H, (Ωi)i∈[n], O

⟩
,

where
⟨
n,S, (Ai)i∈[n], P, (Ri)i∈[n],H

⟩
are defined as before for the underlying MG and Ωi is the set

of possible observations for agent i ∈ [n], and O : S × Ωi × · · · × Ωn → [0, 1] is the observation

probability (i.e., O(o1, . . . , on|s) the probability of observing (o1, . . . , on) ∈ Ω1 × · · · × Ωn in state

s ∈ S).

2.2.3. DECENTRALIZEDPARTIALLYOBSERVABLEMARKOVDECISIONPROCESSES

Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs, Bernstein et al., 2002;

Amato et al., 2013; Oliehoek and Amato, 2016) generalize POMDPs to the multi-agent, cooperative,

decentralized setting. Dec-POMDPs model a team of agents that must cooperate to solve some task

by receiving local observations and individually selecting and executing actions over a sequence of

time steps. The agents share a single reward function that specifies their objective but is not typically

observed during execution. Execution is decentralized because each agent must select its action at

each time step without knowing the actions chosen or observations received by the other agents.
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Formally, a Dec-POMDP is defined by a tupleMPD :=
⟨
n,S, (Ai)i∈[n], P,R,H, (Ωi)i∈[n], O

⟩
where

n is the number of agents, ⟨S, P,R,H⟩ are defined as before for POMDPs (Section 2.1.2) considering

the action spaceA = A1×· · ·×An withAi representing the finite set of actions for an agent i ∈ [n].

Moreover, Ωi is the set of possible observations for agent i ∈ [n], and O is the set of the conditional

observation probabilitiesO : S×A×Ω1×· · ·×Ωn → [0, 1], i.e,O(o1, . . . on|s′, a) is the probability of

observing (o1, . . . , on) ∈ Ω1×· · ·×Ωnwhenperforming actiona and transitioning to new state s′. The

essential difference w.r.t. POMG is that we have a single reward functionR : S ×A1× · · ·×An → R

shared over all the agents (i.e.,Ri = R for every i ∈ [n]).

3. AI APPLICATIONS IN CRITICAL INFRASTRUCTURES

The AI4REALNET project is focused on three critical infrastructures whose cyber-physical assets, sys-

tems, and networks are considered vital in Europe, and their disruption would have a debilitating

effect on society. These infrastructures are from the energy (power grid) and mobility (railway and

air traffic management) sectors, two of the five priority sectors identified in the European national

AI strategies (Roy et al., 2021). This section discusses the challenges, project use cases defined by

the industrial partners, related work, and AI-friendly digital environments used in the project for the

development and validation of novel AI technologies.

3.1. POWER GRIDS

The energy sector has undergone a significant transformation in the last two decades driven by decar-

bonization, decentralization, and digitalization (Silvestre et al., 2018). Decarbonization efforts have

led to the integration of Renewable Energy Sources (RES), replacing carbon-intensive technologies,

and introducing new energy vectors such as green hydrogen.

CHALLENGES

This transition poses technical challenges across the entire power system due to the variability and

uncertainty of RES in terms of balancing, voltage management, and line loadability. Decentralization

is realized through distributed generation technologies and the emergence of prosumers, empowering

local communities to produce and consume electricity. This leads to a need for new tools in long-term

planning, operational (short-term) planning, and real-time network operation. Digitalization, driven

initially by smart meters, is expanding to include grid users and service providers, fostering a more
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connected and intelligent energy landscape through concepts like Digital Twins and the Internet of

Energy.

Aspects such as assets aging, the need to postpone large financial investments to increase power

network capacity and meet ambitious RES targets, and climate change are creating pressure on the

grid infrastructure, which needs to keep the same reliability standards that modern society is used to.

Therefore, an important challenge is how to operate power gridswith high-RES integration,minimizing

the curtailment of carbon-free generation and, at the sametime, ensuring high resilience to adversarial

natural and man-made events (Panteli et al., 2017).

Furthermore, current power network supervision practices involvingmultiple screens and applications

impose a heavy cognitive load on users, requiring them to prioritize, organize, and correlate disparate

information and alarms before making decisions or taking action (Andrade et al., 2022). This frag-

mented ecosystem is increasingly challenging for operators to manage, especially as the number of

applications grows and they operate in non-integrated formats. The result is information overload and

a lack of contextual understanding of system problems (Marot et al., 2022a).

In summary, the energy transition is triggering significant changes in the operational landscape for

power system operators, requiring reimagining the architecture of control centers and the role of hu-

man operators, emphasizing the need for more evolutionary, standardized, and modular integration.

Additionally, there is a growing recognition of the importance of human-centric design in control cen-

ter environments, acknowledging the central human role in decision-making. Thus, the focus should

also be on creating interfaces and intelligent assistants that facilitate efficient decision-making pro-

cesses and enhance operator effectiveness (Marot et al., 2022b; Viebahn et al., 2022; Fuxjäger et al.,

2023), in managing complex operating conditions during the evolving energy landscape. Modern AI

technology can bring value in fast decision-making on operating and planning power systemswith high

shares of RES (Heymann et al., 2024), where the full use of flexibility from various sources (generation,

consumers, or grid assets) is fundamental. This is especially crucial under challenging scenarios, such

as extreme weather events and cyber-attacks, where the system’s adaptability becomes instrumental

in maintaining infrastructure/system integrity and resilience.

RELATED WORKS

As ahigh-risk sector, power networks have largely used expert systems as a coreAI technology (Viebahn

et al., 2024). Expert systems are favored for their structured representation and storage of expert

knowledge, enabling consistent decision-making and facilitating the documentation and transfer of

expertise. One of the first state-of-the-art reviews was published in 1989, framing AI under the name

“expert systems” (Zhang et al., 1989), and even today, expert systems remain prevalent in commercial

products and grid automation. Notable examples include SPARSE, an online assistant for operators of
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substation control centers (Vale and e Moura, 1993), and an online transient stability analysis system

utilized by B.C. Hydro control center (Demaree et al., 1994).

However, the increasing complexity of power systems, coupled with the integration of RES, has driven

a growing demand for adaptable solutions capable of learning from data. This has led to significant

research in Artificial Neural Networks (ANN) and other Machine Learning (ML) methodologies, such

as decision trees and fuzzy inference systems, mainly focused on power system operation. Indus-

try success stories include the use of decision trees and ANN for dynamic security assessment in the

Hydro-Québec power system (Huang et al., 2022), various ML models for short-term RES forecasting,

predicting distribution network faults and repair duration based on historical data (Kezunovic et al.,

2020). These examples demonstrate the increasing importance and effectiveness of AI/ML techniques

in addressing complex challenges within the energy sector.

Industry-driven challenges, such as Learning to Run a Power Network (L2RPN), have boosted collab-

oration among AI scientists and power system specialists (Marot et al., 2021), to solve congestion

problems. After congestion occurs or potential congestion has been identified, power network op-

erators need to apply remedial actions to contain the situation and prevent larger (cascading) events

that may lead to a blackout. These collaborative efforts motivated different groups to develop a new

Reinforcement-Learning-based assistant to aid human operators in operating electrical grids during

normal operations and when the system is under stress due to overloads or disturbances. Although

traditional tools like optimal power flow (Capitanescu, 2016) can be used to aid human operators in

making decisions to solve congestion problems, they may have large computational times to provide

very fast advice in the presence of multiple combinatorial solutions (e.g., re-dispatch, network topol-

ogy change). In this scenario, the rapid inference capability of AI-based approaches can deliver good,

fast solutions to humans, affording them additional time, if necessary, to conduct a thorough analysis

and use supplementary study tools.

Dehnavi et al. (2022) proposed a power system partitioning and an associated congestion index to as-

sign priorities to congested lines to assist operators in alleviating the congestion in more critical lines

first. The assigned priorities are then assessed on their effectiveness using power transfer distribution

factor metrics. Then, a zonal congestion management model is used to reschedule generation based

on the zones where the congestion was alleviated most. Another approach to mitigate congestion

is topology reconfiguration. Modifying the network’s topology to mitigate or prevent congestion is

a highly effective approach to avoid more costly approaches like generation re-dispatch or, in worst

cases, load shedding. Many different approaches have been taken, with Marot et al. (2020) being one

of the first to explore topology optimization using AI, which proposes a framework to develop topology

controllers using RL. This framework has been used and led to various AI-based approaches to mod-

ify the topology of the network, such as a) Subramanian et al. (2021) that uses the above-described
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framework to develop a simple baseline approach, which is a modified cross-entropy method to take

topological switching actions, b) Chauhan et al. (2023) that develops a deep-learning approach com-

bined with heuristics that helps take in a reduced action space that facilitates faster learning, c) Lehna

et al. (2023) that develops a curriculum learning strategy with increasingly complex environments for

more and more capable agents, from greedy exploration search to behavior cloning to population-

based RL-agent training, d) Zhou et al. (2021) that combines deep-learning with evolutionary training

to account for non-differentiable functions such as grid simulation, e) Dorfer et al. (2022) that success-

fully applied AlphaZero to the power grid congestion problem enhancing the agent planning capabil-

ity without any prior action space reduction. Huang et al. (2023) combined various interdisciplinary

methods within this framework, including a scalable grid simulation environment and a highly scalable

physics-informed three-stage deep RL agent training process (including a two-stage curriculum learn-

ing method). Gholizadeh et al. (2023) made a comparative study between five different RL algorithms

for topology optimization such as Deep Q-Networks (DQN, Mnih et al., 2015), policy gradient (Silver

et al., 2014) and actor-critic (Konda and Tsitsiklis, 1999) methods, where soft actor-critic (Haarnoja

et al., 2018) demonstrated the fastest convergence and deep Q-learning exhibited higher stability and

optimality.

Since this is a high-risk sector, aspects such as explainability and interpretability of AI-based systems

are becoming fundamental requirements for AI adoption by industry (Heymann et al., 2023). In terms

of challenges, this means that AI research should cover inherently interpretable AI models where hu-

mans can understand the mechanism that transforms input to outputs and modify it when the system

behavior is distant from the expected one. When not possible, explainability (e.g., leveraging from

the Shapley values formalism) should be available to understand the model better and support the

model designer in improving its performance. Moreover, in an infrastructure traditionally operated

by humans, research in human-centric AI should produce solutions that enhance human-machine col-

laboration and user experience. For instance, the seminal work “Ironies of artificial intelligence” (End-

sley, 2023a), identified the need to develop AI systems with “self-awareness” where the AI system

can detect and inform situations that are outside of its boundaries of operations. One L2RPN com-

petition (Marot et al., 2022c) integrated an additional term in the score function that measures the

capacity of the AI agent to send alarms when it is self-aware of the “incapacity” to solve a specific

problem and informs the human operator.

The dynamic nature of energy systems also requires Adaptive AI systems that can adapt (online) to

changing conditions, uncertainty (e.g., from RES), new data, and, if possible, human feedback. Finally,

certification and formal verification of AI models that operate autonomously or provide recommenda-

tions to humans is essential to guarantee trust, but also require standardized methodologies, such as

ISO/IEC 24029-2 “Artificial intelligence (AI) – Assessment of the robustness of neural networks – Part
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2: Methodology for the use of formal methods’’.

AI4REALNET USE CASES

The AI4REALNET industrial partners defined two use cases for the power grid infrastructure (a more

detailed description can be found in Bessa et al. 2024):

• AI assistant supporting human operators’ decision-making in managing power grid conges-

tion. AI-based assistant that oversees the transmission grid, using SCADA data and energy man-

agement system tools to identify issues and categorize them for human intervention. Itmonitors

power flows, adhering to defined operational conditions. Anticipating problems, it sends alerts

to the operator with confidence levels, avoiding excessive alerts to maintain operator focus.

Action recommendations include topological changes, re-dispatching, and renewable energy

curtailment.

• Sim2Real, transfer AI-assistant from simulation to real-world operation. Considers the AI-

based assistant in scenarios characterized by a) uncertainty from noisy and partially missing

data, and b) when data limitations prevent full autonomy, the human operator can provide

missing information to aid the AI in such situations.

3.2. RAILWAY NETWORKS

Traffic density on the European railway networks is constantly increasing. For example, the densest

mixed-traffic railway network in the world is operated by the Swiss Federal Railways (SBB), with more

than 12,000 switches and 32,000 signals. In 2023, about 1.32 million passengers were transported on

the Swiss railway network every day (SBB, 2024), and demand is expected to increase significantly in

the coming years. SBB is planning to increase its capacity by 30% by the year 2040 (CH-FOT, 2024). In

Germany, the situation is similarly complex. Every day, over 40,000 regional, long-distance, and freight

train journeys take place on theGerman rail network. TheDeutscheBahnnetwork alone covers around

33,000 kilometers of track, supporting trains and stations with a wide range of characteristics.

CHALLENGES

When thousands of trains are on the move in dense traffic, rapid decisions must be made to adjust

the operations in the event of disruptions. These can trigger a cascade of further necessary changes.

The projected uptake in demandmakes rail trafficmanagement an increasingly complex task. Not only

are train schedules highly optimized and susceptible to disturbances of any kind, but they also have

to accommodate the construction of new and maintenance of existing infrastructure. Operating such
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a complex system is no easy task, and especially dealing with unexpected events, such as breakdowns

of trains or delays caused by passengers, requires re-scheduling trains in real-time.

Traffic management is usually carried out in operation centers, taking care of a specific region of the

network. Human operators are constantly monitoring the traffic, dispatching the trains that are regu-

larly scheduled, and reacting to deviations from the schedule. While the operators are supported by

various tools, this task mainly remains a manual one and requires specialized and experienced per-

sonnel.

The task of railway scheduling can formally be described as a Vehicle Scheduling Problem (VSP), as in-

troduced by (Bodin and Golden, 1981). Finding solutions to the VSP has been a long-standing research

topic in Operations Research (OR) and leveraged techniques from integer programming (Foster and

Ryan, 1976) to pathfinding (Potvin and Rousseau, 1993). While the task of planning railway schedules

takes place well in advance of operations, traffic management takes place in real-time and has to take

into account deviations from the schedule due to unexpected events.

To take these extended requirements into account (Li et al., 2007) proposed an extension to the VSP,

the Vehicle ReScheduling Problem (VRSP). However, taking into account the full complexity of modern

railway networks the VRSP is an NP-hard problem. In addition, the need for dynamic re-scheduling

in real-time makes finding solutions to the VRSP even more challenging and novel approaches are

needed.

Further, the railway domain is traditionally operated by human operators. The introduction of new

software tools, especially AI-based systems, should carefully consider human factors as well as the

societal and ethical impacts. Experience with earlier decision support software showed that the un-

derstandability of the assistance provided and its limits are key to human operators (Endsley, 2023a).

Operators need to be able to rely on and trust such a system in time-critical situations in particular.

Therefore, the explainability of an AI-based decision support system will play a crucial role in human

operators’ acceptance. In addition, European railway networks usually play a critical role in public

transport. Hence, the public constitutes an important stakeholder group, and the robustness, effi-

ciency, and transparency of automated Traffic Management Systems (TMSs) are key factors for the

acceptance by this group Westin et al. (2016).

In summary, the introduction of AI-based decision support systems for railway trafficmanagement and

the productive collaboration between human operators depends on two factors: One, the system’s

ability to detect and appropriately react to deviations from the planned schedule in real-time. Reac-

tionsmay range from suggestions for re-routing of trains to automatically dispatch trains. This requires

novel approaches to cope with the complexity of railway networks and dense traffic in a time-critical

situation. Two, the system’s ability to provide meaningful explanations and forms of interaction to

human operators.
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RELATED WORKS

The need for advanced railway traffic management systems as well as for standardization of protocols

to ensure the interoperability of systems across neighboring railway operators has been recognized by

the European Union almost two decades ago (Bloomfield, 2006). Since then, computerized decision

support systems for dynamic traffic control systems and algorithms that enable them have been sub-

ject to research (D’Ariano, 2009; Corman andMeng, 2015). Nowadays, railway operators use a variety

of software to support human operators in traffic management, like SBB’s Rail Control System (SBB,

2020).

In recent years, the potential for AI-based approaches for railway traffic management has been rec-

ognized (Parvez Farazi et al., 2021; Gorsane et al., 2023). In particular, deep reinforcement learning

in combination with agent-basedmodeling, Multi-Agent Reinforcement Learning (MARL), has demon-

strated great potential for the coordination of multiple agents in stochastic environments. First, re-

markable results have been achieved in playing games like StarCraft II (Vinyals et al., 2017; Samvelyan

et al., 2019) and Dota 2 (OpenAI et al., 2019). Soon after, cooperative MARL has also been applied to

the real-world problem of traffic signal control (Arel et al., 2010; Tan et al., 2020).

The open research community around Flatland developed a simulation environment to allow AI re-

searchers to easily test novel approaches to the VRSP (Mohanty et al., 2020). Through machine learn-

ing challenges, generalization and scalability of learned behavior in the context of simple railway dis-

patching tasks could be demonstrated (Laurent et al., 2021). Further, researchers showed the effec-

tiveness of deep reinforcement learning for real-time railway trafficmanagement (Lövétei et al., 2022),

and how strategies like communication between agents can further improve the performance ofMARL

(Roost et al., 2020).

With the increasing use of AI-based systems and their potential for real-time decision support in crit-

ical domains, standards for the development and deployment of such systems were defined, like the

ISO/IEC 23053 “Framework for Artificial Intelligence (AI) Systems Using Machine Learning (ML)”. Fur-

ther, principles and frameworks for assessing societal and ethical dimensions of such systems have

been developed (e.g., Cannarsa 2021; Dubber et al. 2020; HLEG 2020) and can support both the re-

sponsible application of AI and foster acceptance by human operators and the public. Finally, co-

learning approaches and human-computer interaction research have addressed challenges of human-

AI collaboration and can help develop productive joint human-AI control systems with meaningful

human control and tasks, e.g., (Westin et al., 2016; Endsley, 2023a)).
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AI4REALNET USE CASES

The AI4REALNET industrial partners defined two use cases for the railway infrastructure (a more de-

tailed description can be found in Bessa et al. 2024):

• Automated re-scheduling in railway operations. An automated AI-based system tomanage and

optimize railway schedules in real-time, ensuring efficient rail network use while minimizing

passenger delays. The system is constantly monitored by a human operator who can adjust

the system’s configuration and identify the need for adaptation and re-training. Adapting the

schedule includes interventions, such as changing the speed curves of trains, changing the order

of trains at the infrastructure element, changing the routes of trains, or changing the platform

of a commercial stop in a station.

• AI-assisted human re-scheduling in railway operations. An AI assistant supports the human

dispatcher in analyzing the real-time state of all the trains and tracks in the dispatcher’s area and

recommends possible dispatching options in case of deviations from the pre-planned schedule.

3.3. AIR TRAFFIC MANAGEMENT

In the quest for safer, more efficient, and greener airspace operations, the ATM community is strug-

gling with how to best transition to higher levels of automation and exploit state-of-the-art Machine

Learning (ML) and other AI methods in ways that keep humans at the center of operations, especially

in planning and tactical operations where the application of AI is most challenging due to acceptance

(and trust) issues and certification hurdles. The long-term vision of the Single European Sky ATM Re-

search (SESAR) program anticipates that tasks will eventually be performed collaboratively by hybrid

human-AI teams. Here, the goal is not automation and/or using AI per se but optimizing the overall

performance of the socio-technical ATM system andmaximizing human performance and engagement

at all times, as specified by the SESAR 3 Multi-annual Work Programme 2022-31.

CHALLENGES

SESAR foresees that the use of hybrid human-AI teams will have several benefits and challenges. AI-

based human operator support tools are set to increase capacity in airspaces and ensure the inte-

gration of new entrant aircraft types, such as hybrid hydrogen-electric aircraft, which may present

challenges related to traffic mixes. In terms of operational efficiency, improvements are anticipated

by enabling better traffic predictions and forecasts, which contribute to the punctuality of air traf-

fic operations and necessitate real-time data exchange between air-ground systems. Safety and se-

curity will be maintained at least at the same level as the current ATM system. AI-based solutions
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aim to achieve a positive impact on the operational mitigation of aviation’s environmental impact,

such as directing traffic over shorter and more energy-efficient high-altitude routes. The develop-

ment of a framework for Human-AI teaming involves designing AI systems to support both task work

and teamwork. This requires considerations about human-AI team performance and processes, team

trust, team biases, team situational awareness, team training needs, human-AI interaction methods,

interface, transparency and explainability, and Human-System Integration processes, measures, and

testing. Explainable Artificial Intelligence (XAI) is crucial because AI/ML algorithm decisions are of-

ten opaque, non-intuitive, and ununderstandable by human operators, limiting their applicability in

the ATM sector. The objective is to improve the transparency of automated systems in the ATM do-

main by investigating methods based on XAI in operational use cases, such as predicting air traffic

conflict resolution and delay propagation and validating the robustness and transparency of the sys-

tem. Finally, AI will enrich aviation datasets with new types of data, unlocking air/ground AI-based

applications, fostering data-sharing, and building an inclusive AI aviation/ATM partnership. This will

support decision-makers, pilots, Air Traffic Controllers (ATCOs), and other stakeholders by increasing

ATCO productivity, reducing workload, and enhancing complexity capabilities, ultimately bringing ben-

efits in cost-efficiency.

Currently, the ATM community is implementing the data-exchange infrastructure that should facilitate

global communication via high-bandwidth digital datalinks, global surveillance via ADS-B and satellite

datalinks, and global navigation via several satellite constellations (e.g., GPS, GALILEO, GLONASS, and

BeiDou). In turn, the SESAR program is investigating what (new) forms of automation can be deployed

that will eventually take advantage of the overhauled data exchange infrastructure.

RELATED WORKS

ATM consists of several entities that all need to work together seamlessly to achieve safe and efficient

air traffic operations. Those entities operate at different time scales, ranging from long-term strate-

gic flight planning (years to months prior to operation), pre-tactical operations (days to hours before

operation) towards tactical operations in the execution phase of flight.

In the long-term, AirSpace Management (ASM) applies and enhances the Flexible Use of Airspace

(FUA) concept by developing the European airspace into one continuum that is flexible and reactive

to changes in airspace users’ needs, with the ultimate objective of optimizing the European Network

capacity and performance. Here, collaborative decision-making (CDM) among all stakeholders is vital.

Next, Air Traffic Flow and Capacity Management (ATFCM) focuses on balancing the management of

capacity and demand, planning strategically, and applying tactically as a result of the physical airport

or airspace limitations. ATFCM is the primarymeans of ensuring flight punctuality and efficiencywhilst

maintaining or improving safety. At the sharp end of airspace operations, Air Traffic Control (ATC) is
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responsible for directing aircraft on the ground and through a given section of controlled airspace

and providing advisory services to aircraft in non-controlled airspace. The primary purpose of ATC

worldwide is to prevent collisions, organize and expedite the flow of traffic in the air, and provide

information and other support for pilots during the execution of flights.

ATM innovation projects that focus on integrating intelligent, AI-based forms of automation can be

found in the areas of ASM, ATFCM, and ATC. The majority of projects are centered on prediction, fore-

casting, and ML and AI explainability and interpretability. AI methods related to prediction and fore-

casting have been applied to 1) classifying and predicting operational flight delays from historical data

using Gradient Boosted Decision Trees (GBDT) (Dalmau et al., 2021), 2) convective weather prediction

for pre-tactical operations using ensemble neural networks (Jardines et al., 2021), 3) airspace capacity

management using Bayesian Networks, 4) tactical Air Traffic Control support using Message Passing

Neural Networks (MPNN) and Multi-Agent Reinforcement Learning (Dalmau and Allard, 2020), and 5)

dynamic airspace sectorization using fuzzy clustering and evolutionary algorithms (Gerdes et al., 2018).

AI explainability and interpretability in ATM have been mostly centered on human-machine interfaces

supporting visual analytics (Andrienko et al., 2022; Kravaris et al., 2023) and/or encoding AI/ML out-

puts into state-of-the-art decision-support tools that are familiar to operational users (Westin et al.,

2022; IJtsma et al., 2022; van Rooijen et al., 2020).

AI4REALNET USE CASES

The AI4REALNET industrial partners defined two use cases for the airspace infrastructure (a more de-

tailed description can be found in Bessa et al. 2024):

• Airspace sectorisation assistant. An AI assistant, capable of operating under various levels of

automation, will provide recommendations or even execute decisions on splitting the sector

best horizontally, vertically, or both to balance the ATCO workload while ensuring safety and

efficient traffic flows. It will also act bidirectionally by allowing the human operator to nudge

the AI-generated recommendations in more favorable directions.

• Flow and airspace management assistant. The activation/deactivation of military airspace in

some airports can induce deviations from the flight plan routes. In this sense, to optimize the

lateral deviationof the flights due to avoidance of an eventual temporarymilitary-activated area,

an AI assistant can analyze and suggest a decision in sectorization and routing of the main flows

in the flight information region (FIR).
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Grid2Op Flatland BlueSky

Single or multi-agent? Single Multi-agent Both

Observation space: type & size
Discrete & continuous 

(very large, > 4,000 dimensions)
Discrete & continuous 
(very large, > 32,000)

Continuous 
(very large, > 20,000)

Competitive or collaborative Collaborative Both

Sequential or episodic? Sequential

Stochastic or deterministic 
environment?

Stochastic

Discrete or continuous action 
space or mixed?

Discrete & continuous 

System represented as a graph? Yes No

Size of action space
Very large (> 65,000 different 

discrete actions & 200 continuous 
actions)

Very large (grows exponentially 
with the number of trains)

Large (limited by the number of 
available sectors and on the 

number of flights in the sector)

FIGURE 2 - COMPARISON OF THE THREE DIGITAL ENVIRONMENTS FROM AI4REALNET.

4. AI-FRIENDLY DIGITAL ENVIRONMENTS

For developing, validating, and benchmarking novel AI-based systems, open-source AI-friendly digital

environments reproducing realistic operating conditions of energy and mobility network infrastruc-

tures are fundamental, even to conduct a controlled risk assessment of the systems. Leveraging from

a digital environment allows organizations to promote AI developments internally in an organization

(in-house AI communities) and connect and co-develop with similar AI communities externally.

This also aims to create a new mindset towards sharing data, community construction of digital en-

vironments for AI development/test, evolving the rather rigid critical infrastructures business model

towards amore dynamic network joining technological platforms, mobility/energy providers, and cus-

tomers, and finding appropriate answers to new legal issues concerning liability and ethics, considering

that the three infrastructures are high-risk sectors in the EU AI Act.

A comparison of the three digital environments is depicted in Figure 2, and a short description of each

environment is presented below.

4.1. POWER GRIDS: GRID2OP

RTE developed the open-source Grid2Op3 environment to model and study a large class of power

system-related problems and facilitate the development and evaluation of controllers (or agents) that

3github.com/rte-france/Grid2Op

26



AI FOR THE OPERATION OF CRITICAL INFRASTRUCTURES
D2.1

act on power grids. Any control algorithm in interaction with a virtual version of the electrical grid can

be used to overcome gaps between research communities.

Through different L2RPN competitions (Marot et al., 2021), calibrated virtual environments have been

instantiated for testing over robustness to adversarial attacks, adaptability for increasing renewable

energy share, or agent alert trustworthiness. Such “autonomous” agent scenarios can already be vi-

sualized and analyzed through the Grid2viz 4 module. Moreover, it is also possible for a human to play

live scenarios, assisted by an AI agent with InteractiveAI 5, a generic platform to instantiate AI assistant

Interface and interactions for real-time critical system operators. It helps diagnose situations or risks.

It can also provide recommendations of remedial actions a human can choose from by embedding

trained AI agents.

Chronix2Grid 6 package allows the generation of synthetic but realistic consumption, renewable pro-

duction, electricity loss (dissipation) and economic dispatched productions chronic for a given power

grid.

4.2. RAILWAY NETWORKS: FLATLAND

The Flatland environment7 is a comprehensive framework developed (by industry partners like SBB,

DB, and the AI community) for easy development and experimentation on the vehicle rescheduling

problem for railway networks. Flatland represents railway networks as 2D grid environments with re-

stricted transitions between neighboring cells. On the 2D grid, multiple train runs must be performed

for a given set of goals and circumstances. Trains are represented as agents that make decisions on

movement and navigation.

Flatland is a discrete-time simulation, i.e., it performs all actions with constant time steps. A single

simulation step synchronously moves the time forward by a constant increment, thus enacting ex-

actly one action per agent. The Flatland environment is tailored towards RL. It provides observations

and rewards to any controlling agent and expects one discrete action per agent per step. Flatland,

in its current state, provides a set of global and local observations. It provides generators for gen-

erating railway networks and demand for trains (scenarios), an evaluation system, and mechanisms

to inject disturbances into rail operations. These disturbances are represented as malfunctions of

trains, i.e., trains being unable to move on the track for several time steps. The occurrence of these

is distributed according to configurable distribution at scenario definition. After three competitions

with Flatland, a comprehensive set of basic (mostly) AI solutions for Flatland exists and can be used as

baseline/benchmark models.
4grid2viz-neurips.herokuapp.com
5https://github.com/IRT-SystemX/InteractiveAI
6github.com/BDonnot/ChroniX2Grid
7github.com/flatland-association/flatland-rl, github.com/flatland-association/flatland-book
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4.3. AIR TRAFFIC MANAGEMENT: BLUESKY

The BlueSky environment is an open-source ATM simulator developed in 2013with TUDelft as itsmain

developer.8 It contains open source, open data aircraft performance models and a global navigation

database including airports; it is also compatible with Base of Aircraft Data (BADA) (containing perfor-

mance and operating procedure coefficients for 295 different aircraft types). Although BlueSky started

as a simulator aimed at conventional aviation, it has been extended to include several drone/urban

air mobility models and functionality in recent years. It has since been applied in several UAM/UTM-

related projects.

Through its modular setup, an extension of each of the components of BlueSky (e.g., autopilot, FMS,

performance model, conflict detection and resolution, environmental modeling, visualization, etc.)

can be reimplemented or extended. In the same way, it is also possible to add completely new func-

tionality to the simulator. By default, BlueSky has its own Qt/OpenGL-based interface that allows the

user to control the simulation and get an overview of the simulated traffic. Through its client/server

network implementation, BlueSky can also easily interface with separate ATM user interface applica-

tions and piloted blip driver stations.

5. RESEARCH PROPOSALS AND RELATED WORKS

In this section, we overview the state-of-the-art and research directions for the AI areas of interest in

the AI4REALNET project. Motivated by the critical infrastructures under study in AI4REALNET, which

are characterized by various peculiarities, we delineate several research areas that capture and lever-

age these peculiarities as discussed in the previous sections.

First, network-based critical systems are characterized by a complex structure with a distributed na-

ture and a long-term decision process. This implies the necessity of addressing the decision-making

problemwhile accounting for multiple agents located in a distributed manner. Moreover, the decision

process is characterized by a long horizon, where decisions made at a certain time impact far-future

performance. The fundamental methodological approach for conquering this complexity is Reinforce-

ment Learning (RL). In Section 5.1, we discuss RL-based solutions that capture the multi-agent dis-

tributed long-horizon nature of the problem, including distributed and hierarchical RL. We propose

developing novel algorithms that address the challenges of the decision processes in network-based

critical infrastructures. Moreover, since an essential requirement of RL is the availability of a reward
8github.com/TUDelft-CNS-ATM/bluesky

28



AI FOR THE OPERATION OF CRITICAL INFRASTRUCTURES
D2.1

function, and given that the decision processes involve humans employing a certain decision strategy,

it is interesting to investigate approaches that recover a representation of the objectives optimized by

humans. This is made possible through inverse RL.

Having established the basic frameworks, the subsequent sections analyze several aspects necessary

for making RL solutions suitable for deployment in environments where AI is intended to interact

seamlessly with humans.

One of the most relevant requirements when deploying an AI system in collaboration with humans is

the acceptance of the AI solution, which is strictly related to the ability of humans to understand and

trust the AI decision process. This necessitates enforcing explainability constraints on the deployed

solutions, allowing human users and experts to trace the motivations behind decisions. This is dis-

cussed in Section 5.2, where we review the state-of-the-art and propose novel research directions for

the AI4REALNET project.

Tightly connected to the previous topic, automation transparency further constrains the relationship

between the AI system and humans. In Section 5.3, we discuss in more detail the frameworks for

human-AI collaboration, list the requirements, and explore approaches that implement design strate-

gies enforcing transparency in the decision process.

A further step towards developing AI systems that comfortably interact with humans involves inves-

tigating techniques to develop AI systems guided by already existing human knowledge. Knowledge-

assisted AI brings significant benefits to the AI learning process learning to hybrid systems that attempt

to capture the advantages of both learning and non-learning traditional systems. Section 5.4 discusses

the corresponding approaches and perspectives.

Finally, a crucial step towards automation in an AI-human environment is co-learning. As discussed in

Section 5.5, frameworks and methods for enabling a bidirectional exchange of information between

humans and AI systems are explored, facilitating a fruitful exchange of knowledge that ultimately im-

proves the overall learning process.

5.1. RL-BASED APPROACHES

In this part, we revise RL techniques that can be adopted in the AI4REALNET project and we discuss

how we can push the boundaries on these fields to reach the scope of the project.

5.1.1. DISTRIBUTED REINFORCEMENT LEARNING

Distributed Reinforcement Learning (DRL) extends the classical formulation of Reinforcement Learning

by distributing the learning process across different agents that simultaneously act in the environment.

It can be considered as a special case of themore general Multi-Agent Reinforcement Learning (MARL,
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Shapley, 1953a; Albrecht et al., 2024). Indeed, there are threemain settings of MARL problems: (i) co-

operative, in which all the agents cooperate to optimize the same shared objective (i.e., team games),

(ii) competitive, in which all the agents compete (i.e., zero-sum games), and (iii) mixed, which com-

bines the previous two (i.e., general-sum games). Distributed RL can be seen as a cooperative MARL

problem. Several peculiarities distinguish DRL from standard RL, like credit assignment and the differ-

ent learning goals, as it is difficult to track how agents have contributed to the different rewards.

Cooperative problems require implementing communication between agents to achieve the same ob-

jective efficiently. Agents can share different types of information: (i) sampled data, e.g., observations

and actions; (ii) predicted data, e.g., Q values; (iii) knowledge, e.g., model parameters. Depending

on how agents communicate, we can distinguish three main approaches to DRL. During training and

inference, agents can access some centrally shared mechanism or information between them. For

example, a single central agent may receive information from all other agents and dictate the actions

of the agents. This is referred to as centralized training and execution. Conversely, in decentralized

training and execution, each agent can ignore the existence of other agents and learn its optimal policy

in a completely local way using single-agent RL techniques. Alternatively, a mix of the previous two

in which agents are trained with a centralized approach and their policies are executed fully decen-

tralized (centralized training and decentralized execution). An example of a state-of-the-art algorithm

that uses centralized training and execution can be found in (Yu et al., 2022), where an extension of

a popular actor-critic RL algorithm is introduced with a centralized critic that is shared among agents.

Typically, a centralized approach can offer more efficient agent coordination and theoretical guaran-

tees to convergence (Albrecht et al., 2024). This is why almost all state-of-the-art algorithms require

centralization, at least during training.

The mathematical frameworks to formalize DRL may vary given the several dichotomies above. We

can indeed consider Markov Games (MG, Section 2.2.1), Partially Observable Markov Games (POMG,

Section 2.2.2) and Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs, Sec-

tion 2.2.3), depending on the characteristics of the problem.

The main reason for distributing the learning process is to break down the complexity of the RL prob-

lem at the cost of introducing some bias. In particular, the goal of DRL is to mitigate the so-called curse

of dimensionality, as large state and action spaces have a negative impact on the sample complexity

of the learning algorithms (i.e., the number of samples needed to learn how to behave in a problem

with a given precision).

All the problems presented in Section 3 as use cases of the AI4REALNET project are affected by the

curse of dimensionality. As an example, consider that a configuration of the Grid2Op environment

for simulating a realistic power grid benchmark counts 118 substations, 186 powerlines, 99 loads, and
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62 generators, each contributing to the state with more than one continuous variable.9 The problem

is more relevant when we move to real-world applications. For example, the French power grid is

composed of more than 25, 000 substations and 10, 000 powerlines.

Having a central information structure or controller can be problematic or unfeasible in many situa-

tions, including the use cases of AI4REALNET. To break the curse of dimensionality, ideally, we would

like to make only local information available to the agents, not on the entire network, thus avoiding

a centralized approach. For this reason, a trade-off is necessary between a fully centralized approach

with complete availability of information and a fully decentralized approach with limited availability

of information among agents. This explains why many state-of-the-art algorithms are not considered

appropriate for these applications.

Research Directions In the context of AI4REALNET, a first research direction may consider devel-

oping algorithms that, given the original MDP M, find different subsets of it such that each subset

can be considered almost as smaller and more tractable MDP which can be solved in a decentral-

ized fashion. More formally, M can be defined as a set of MDPs M = (Mi)
m
i=1, each defined as

Mi = ⟨Si,Ai, Pi, Ri,H⟩. The objective would be to discover eachMi and distribute the learning

process across them. Information-theoretic concepts such as mutual information can be used to an-

alyze how state and action variables relate to each other. Each MDP Mi would be composed only

by those variables that are informative about each other. To the best of our knowledge, no previous

work is trying to tackle DRL problems with such an approach. Most similar works revolve around fea-

ture selection in the sense that a subset of features of the original state and action space is selected

to solve the original MDP. For instance, (Castelletti et al., 2011) addresses variable selection in high-

dimensional real control problems by proposing an algorithm that, starting from the set of variables

needed to explain the reward, recursively selects the other variables based on a statistical measure of

significance that accounts for non-linear dependencies. (Beraha et al., 2019) shows that using mutual

information for feature selection in supervised learning allows direct control of the ideal prediction

error, thus providing a theoretical argument that could also benefit an extension of that work to our

DRL decomposition.

A second line of research in the context of the AI4REALNET project can look at the problem from

different perspectives. Indeed, we know that, in the real world, searching for fully isolated problems

is not realistic. A new high-level agent could be added to the set of agents whose task would be to

communicate contextual information related to the environment they do not observe to the agents

under its supervision. Possible lines of research may thus investigate the best way to communicate

between this high-level agent and the agents under its supervision.

9See grid2op.readthedocs.io.
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5.1.2. HIERARCHICAL REINFORCEMENT LEARNING

Hierarchical Reinforcement Learning (HRL) is another extension of the classical RL formulation, in

which the sequential decision-making problem is decomposed into a hierarchy of simpler subtasks.

A high-level policy learns to perform the main task by choosing optimal subtasks as the higher-level

actions. A subtask may itself be a standard RL problem with a lower-level policy, which, in turn, learns

to solve it (Pateria et al., 2021).

The main reason for creating a hierarchy of subproblems is to decompose the long horizon of the orig-

inal task into multiple shorter horizons in terms of the sequences of the subproblems. A long horizon

may, for example, create issues in the credit assignment and cause slow and inefficient learning (some-

times referred to as curse of horizon). HRL can alleviate such issues by providing temporal abstraction,

i.e., each subtask is a higher-level action that lasts for a longer timescale compared to a lower-level

action and is associated with a collective reward related to a specific subgoal.

All the problems presented in Section 3 of the AI4REALNET projects are affected by the curse of the

horizon. As an example, consider that eachtime step of thetime series that is injected into theGrid2Op

environment lasts for fiveminutes (Serré et al., 2022;Manczak et al., 2023), thus resulting in a one-day

scenario of 288 time steps in which the entire power grid should always be perfectly balanced without

line overloads.

The mathematical framework used to formalize HRL problems is Semi-Markov Decision Processes

(SMDP, section 2.1.4). A possible formalization of temporally extended actions is the options frame-

work (Sutton et al., 1999). Each option solves a specific subtask. Formally, an option is a triple

o = (Io, βo, πo), in which Io, βo represent initiation and a termination condition respectively, i.e.,

a set of states selected by the high-level option in which the subtask starts or ends, πo is the low-level

policy that learns to solve the subtask. Options collectively create the space of all possible subtasks of

a given problem, called the subtask space.

The theoretical objective of HRL problems is the composition of two different objectives. One is to

learn a hierarchical policy, i.e., a mapping from states to lower-level actions accounting for the entire

hierarchy, that maximizes the expected cumulative reward conditioned on a subtask space. The other

is subtask discovery, i.e., find a subtask space that provides the best possible conditioning. Learning a

hierarchical policy typically involves learning a fixed or variable number of lower-level policies associ-

ated with a given set of tasks. Subtask discovery can happen concurrently with or independently from

learning a hierarchical policy. In the alternative, subtasks can be handcrafted, for instance, defined by

specific real problems.

There are several main issues peculiar to HRL problems, for instance, the non-stationarity induced by

the simultaneously changing policies at different levels of the hierarchy and the complexity of learning

at various levels, i.e., how to propagate reward between levels, how to decompose the value function,
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how to design state/action space at each level.

An example of a popular work is (Dietterich, 2000), in which the original MDP is decomposed into a

hierarchy of smaller MDPs and, consequently, the value function of the original MDP is decomposed

into an additive combination of the value functions of the smaller MDPs. The authors also provide

algorithms with convergence guarantees based on such decomposition.

Research Directions The AI4REALNET project involves developing reinforcement learning algorithms

to be deployed in critical infrastructures. These environments are often characterized by complex con-

tinuous state-action spaces. In the current literature, hierarchical reinforcement learning (HRL) ap-

proaches are mostly based on value-based methods. These methods, however, struggle when scaled

to large or continuous state and action spaces.

On the other hand, a significant portion of the reinforcement learning (RL) literature focuses on a dif-

ferent class of approaches that are naturally suitable for continuous state-action spaces, namely, policy

search (PS). Surprisingly, these techniques are rarely adapted for dealing with hierarchical structures.

Therefore, as a research direction, we identify the generalization of PS approaches to hierarchical ar-

chitectures. Unlike value-based approaches, PS explicitly represents the policy and, possibly, the value

function (actor-critic approaches).

Here, we propose to develop approaches in which a hierarchy of policies is defined. Policies are in-

tended to achieve specific goals at the lowest level, while at higher levels, they are intended to activate

the suitable low-level policy.

5.1.3. INVERSE REINFORCEMENT LEARNING

Reinforcement learning is a powerful paradigm enabling agents to autonomously learn tasks through

interaction. However, RL often requires iterative refinement of a reward formulation to allow the

agent to fulfill its goal. One of the primary reasons for RL systems failing to perform on a given task

can be traced back to a misleading reward definition, which regulates both the exploration of an

agent (Fortunato et al., 2019; Colas et al., 2018) and its learned behavior along with the convergence

speed (Laud and DeJong, 2003; Dong et al., 2020). To overcome such limitation, we can adopt Inverse

RL (IRL) solutions, focused on determining the underlying reward function that an agent is optimizing,

given its observed behavior. Indeed, unlike traditional RL, where the objective is to learn a policy to

maximize a known reward function, IRL aims to infer what drives an agent’s actions by observing its

interactions with the environment. This approach is particularly useful in scenarios where the reward

function is not explicitly provided but must be deduced from expert demonstrations. By understand-

ing the rewards that guide expert behavior, IRL enables the creation of agents that can mimic complex

decision-making processes, improving their ability to perform tasks in amanner consistent with expert
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strategies (Ng et al., 2000). The objective of IRL is to leverage these demonstrations to bridge the gap

between observing how an expert performs a task and formalizing the underlying motivations that

drive their decisions.

IRL is generally applied in domains where the reward formulation is complex and often encompasses

multiple requirements, such as robotics (Vasquez et al., 2014; Krishnan et al., 2019), complex games

(Muelling et al., 2014) and self-driving vehicles (Shimosaka et al., 2014; You et al., 2019).

To infer a reward function from the available demonstration, various algorithms likeMaximumMargin

IRL (Ng et al., 2000), Bayesian IRL (Ramachandran and Amir, 2007) or maximum entropy IRL (Ziebart

et al., 2008) can be applied. MaximumMargin IRL requires optimal demonstrations, and it emphasizes

a clear distinctionbetweenoptimal and sub-optimal actions throughmarginmaximization in its reward

predictions. Bayesian IRL, at the cost of additional computation, eases the need for optimal data by

incorporating prior knowledge and leveraging probabilistic methods to handle uncertainty, resulting

in more robust and reliable modeling of an agent’s behavior even when data are noisy or sub-optimal.

Finally, maximum entropy IRL ensures diversity and generality in behaviors by maximizing the entropy

of actions based on the observed data.

In general, IRL methods exhibit considerable computational complexity and suffer from issues related

to the availability and quality of data. Consequently, their efficacy is strongly influenced by the quality

of the expert demonstrations used. Tomitigate these limitations, (Michini andHow, 2012; Levine et al.,

2011) extend Bayesian IRL to approximate unseen states, which improves the generalization capability

of the model by making better use of the available data. Similarly, (Shiarlis et al., 2016; Audiffren

et al., 2015; Boularias et al., 2011) extend Maximum Entropy IRL to handle imperfect trajectories and

enhance the method’s reliability. Additionally, Adversarial IRL enables the training of a policy based

on the expert’s data (Ho and Ermon, 2016; Finn et al., 2016) by framing the learning process similarly

to how it is done in a Generative Adversarial Network. Here, the policy acts as the generator and is

considered converged when the discriminator can no longer distinguish between generated and true

expert data.

Research Directions The use cases addressed by the AI4REALNET project are based on 3 complex

real-world domains presented in Section 3: (i) Power Grids, (ii) Railway Networks and (iii) Air Traffic

Management. Each domain has its own digital environment, summarised in Figure 2, which will then

be used to train an AI agent. Despite their differences, these environments share multiple constraints

and complex objectives, further complicating the design of a reward formulation.

While designing a reward formulation that captures the expected behavior in a simple task can al-

ready be challenging, doing so for a real-world task requires addressing additional complexity due to

multiple constraints, objectives, and safety requirements. Thus, while the project already incorpo-
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rates Human-in-the-loop techniques to leverage human expertise during the training phase of an AI

agent, incorporating IRL methods could promote greater reliability and robustness in behaviors that

are crucial for the successful deployment of AI into the real world. While IRL enables the development

of human-inspired policies that may facilitate human acceptance and foster trustworthiness, it also

introduces new challenges and concerns that must be addressed. Its scalability is limited by compu-

tational complexity and the challenge of representing high-dimensional state and action spaces. The

data collection phase must adhere to requirements, including ethical considerations, and depend on

human availability. Additionally, further investigation is needed to explore the integration of human-

AI co-learning based on human preferences and its impact on IRL techniques.

5.2. EXPLAINABLE AI

Integrating AI into real-world systems necessitates understanding AI choices to ensure human trust.

Without trust, AI decisions may be disregarded (Ahn et al., 2021). This concept is further explored in

Section 5, which discusses the human perception of human-AI interaction. Trust becomes especially

important in critical systems where the complexity of black-box models and their lack of transparency

can lead to potential rejection by users. Consequently, in the AI4REALNET project, the explainable AI

(XAI) component is pivotal for supporting human-AI interaction and fostering trustworthiness on the

human side.

As described in recent and popular survey papers (Barredo Arrieta et al., 2020; Das and Rad, 2020;

Minh et al., 2022), explainable AI is a large and growing subfield of AI. Explainable AI concerns itself

with explaining the models learned using AI techniques and explaining the decisions of those models.

Such explanations can serve several purposes. For example, a better understanding of a learnedmodel

and its decisions can help find bugs in training algorithms, identify hidden biases, provide recourse to

adversely affected users, and assess trustworthiness. As attention to AI ethics and regulation grows,

many of these factors become increasingly important.

As a relatively young sub-discipline of AI, there are many different approaches to explainability, and

the terminology to describe such approaches differs between authors. An important class of models

is the collection of models that are understandable by themselves due to their simple and structured

internal structure. Such models are referred to intrinsically explainable (Das and Rad, 2020), trans-

parent (Barredo Arrieta et al., 2020), or inherently interpretable (Minh et al., 2022). Such models are

often deemed to need no further explanation. On the other hand, more complex models, such as

deep neural networks, are not understandable by themselves. For such models, post-hoc (Barredo

Arrieta et al., 2020; Das and Rad, 2020) or post-modelling (Minh et al., 2022) explanations can be con-

structed. This typically involves separate methods that aim to communicate how an already trained

model makes its decision, e.g., visually or in language.
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Explanations can furthermore be divided based on whether explanations are local or global. Where

global explanations aim to make the entire input-output characteristic more understandable, local

methods focus on interpreting the decision by themodel for a specific input value. Yet another impor-

tant criterion is whether a given explanation technique is model-specific or model-agnostic, with the

first class developed to work only with a certain class of models (e.g., convolutional neural networks),

whereas the latter has no such restrictions.

In modern machine learning practice, considerable research effort is devoted to post-hoc, model-

agnostic explanations (Das and Rad, 2020), with local explanations popularly chosen for deep learning

models (Barredo Arrieta et al., 2020). One reason for this is that intrinsically understandable models

often suffer from an interpretability-accuracy trade-off (Das and Rad, 2020; Minh et al., 2022; Barredo

Arrieta et al., 2020), in those models which are not intrinsically understandable, such as deep neural

networks often perform better. Modern deep neural networks also have highly complex input-output

mappings, making global explanations daunting. Similarly, in this position paper, we will focus on sev-

eral methods in the categories of feature importance methods and counterfactual explanations and

discuss how explanations can be illustrated using visualization-based techniques.

In the context of the AI4REALNET project and towards explainable AI we plan to investigate the use

of visualization-based explanation (sec. 5.2.3) to provide counterfactual and contrastive explanations

(sec. 5.2.1) as well as feature importance based explanations (sec. 5.2.2).

All three of these aspects share a number of challenges that pose research questions within the

AI4REALNET project. Evaluation of explanations is a remaining challenge across the field, and the

use cases with collaborative tasks for AI and human agents could provide a useful benchmark. Fur-

thermore, most post-hoc explanation methods have been developed for supervised learning settings,

leaving a research gap in developing and evaluating such methods in the deep reinforcement learning

setting or similar settings requiring planning and decision-making.

5.2.1. COUNTERFACTUAL AND CONTRASTIVE EXPLANATIONS

Counterfactual and contrastive explanations are both based on a comparison between actual and hy-

pothetical input values. Sometimes, a distinction is drawn with contrastive explanations focusing on

why label y1 is given rather than some label y2, while counterfactual explanations focus on which

changes to input x1 would cause a change in the predicted label y1 (Stepin et al., 2021). However, the

notions are often used interchangeably, so Stepin et al. (2021) propose using the term ‘counterfactual

explanations’ to refer to both terms jointly.

Counterfactual explanations have the potential benefits of being easier to understand or interpreted

by users (Stepin et al., 2021; Barredo Arrieta et al., 2020), in particular, being preferred by users over

case-based reasoning (Verma et al., 2020). Furthermore, counterfactual explanations are often ‘ac-
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tionable’, meaning they describe which change of inputs would lead to the prediction of a (desired)

label (Vermaet al., 2020; Stepin et al., 2021). Furthermore, human explanations are usually contrastive

(Miller, 2019).

While survey papers such as the ones by Stepin et al. (2021) and Verma et al. (2020) discuss many

works on counterfactual explanations, many of these focus on supervised learning settings, and only

a few of these focus on decision-making scenarios such as planning or reinforcement learning. The

papers that do focus on such a scenario are all model-specific.

Such papers include the work by Kim et al. (2019), who describe the numeric differences between two

sets of plan traces using a contrastive explanation using temporal logic. Another approach is taken

by Chakraborti et al. (2017) and Sreedharan et al. (2018), who take into account an operator’s model

when explaining why a plan A is optimal rather than a proposed plan B - by addressing misconceptions

in the internal model of the system user or by tuning the explanation to the level of expertise of the

user. In the case of the second paper, these explanations are provided in linguistic form.

Lastly, Sukkerd et al. (2018) and Zhao and Sukkerd (2019) consider multi-objective scenarios. The

first proposes an explainable planning framework that, in particular, can explain trade-offs in a multi-

objective framework by contrasting solutions to reasonable Pareto-optimal alternatives. The second

can answer questions of the form ‘why X’ or ‘why not Y’ by contrasting the proposed plan to an alter-

native plan where some action X does not (or some action Y does) occur. In both cases, explanations

are offered in linguistic form.

Research Directions Counterfactual and contrastive explanations tend to be easy to interpret and

actionable. Notwithstanding the recent advances in counterfactual and contrastive explanations, the

field still contains many open challenges. Considering the common challenges above, this type of

explanation has only been provided by model-specific methods in decision-making problems, leaving

model-agnostic methods in this setting a research gap. Furthermore, the actionability of explanations

can be further improved, e.g., by considering which attributes are most easily changed or by providing

a course of action that could be taken to yield the desired label (Verma et al., 2020).

5.2.2. FEATURE IMPORTANCE METHODS

Feature attribution methods are the most extensively explored explanation techniques in literature

(Samek et al., 2021). Hence, attribution methods play a pivotal role in understanding the decisions of

machine learning models, offering insights into the factors driving their predictions. These methods

can be categorized as post-hoc methods and aim to attribute importance to individual input features,

shedding light on which features contribute most significantly to the model’s output. Feature attri-

bution methods aid in discerning whether a feature has exerted a positive or negative impact on a
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model’s prediction. Moreover, the significance of individual features can be deduced from the abso-

lute values of the feature attributions. By unraveling the black-box nature of complex models such as

deep neural networks, feature attribution enhances interpretability and transparency, enabling users

to comprehend and trust model decisions.

These methods can be broadly categorized into perturbation-based approaches and gradient-based

approaches. Perturbation-based methods analyze the effect of perturbing individual input features

on the model’s output. Input Perturbation, for example, selectively masks or alters input features

and measures the resulting variations in model outputs, thereby attributing importance to different

features based on their impact on prediction. Prominent examples of perturbation-based methods

are LIME and SHAP. Local Interpretable Model-agnostic Explanations (LIME) (Ribeiro et al., 2016) gen-

erates local surrogate models around specific instances by perturbing input features and observing

changes in predictions, providing interpretable explanations. Shapley Additive Explanations (SHAP)

(Shapley, 1953b), on the other hand, perturbs input features to compute Shapley values, which rep-

resent the average contribution of each feature across all possible coalitions of features, offering a

principled approach to feature attribution. Similarly, Feature permutation (Fisher et al., 2019) involves

systematically shuffling or permuting individual features to assess their impact onmodel performance,

thereby attributing importance to each feature based on its influence on prediction accuracy.

Gradient-based methods rely on the gradients of the model’s output concerning its input to attribute

feature importance. By computing these gradients, methods such as Integrated Gradients (Sundarara-

jan et al., 2017) attribute importance to input features based on their impact on the model’s predic-

tions. It integrates the gradients along the path from a baseline to the input, highlighting features

that contribute most significantly to model output changes. Similarly, Saliency methods (Simonyan

et al., 2013) visualize the gradients as heatmaps, emphasizing regions of the input space that have

the strongest influence on the model’s decision and thereby offering intuitive explanations of model

behavior. Additionally, Input X Gradient (Shrikumar et al., 2016) multiplies input features by their

gradients, emphasizing features with higher gradients as more influential.

The development of new methods in XAI is ongoing, with the aforementioned methods representing

just a subset. However, evaluation remains a critical factor in assessing the reliability and effectiveness

of these techniques. While qualitative assessments are common, they often lack objectivity and com-

parability between different methods. Evaluation metrics have been studied to achieve a quantitative

evaluation. They offer direct quantification of explanation quality across various dimensions. These

metrics, such as faithfulness, robustness, complexity, randomization, and axiomatic properties, pro-

vide comprehensive assessments of explanation methods’ performance. Faithfulness measures the

consistency of explanations with model predictions, while robustness assesses their stability under in-

put perturbations. Complexity evaluates the conciseness of explanations, randomization gauges their
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resistance to data and model randomness, and axiomatic metrics ensure adherence to specific prop-

erties. These evaluation criteria are pivotal for guiding the development and adoption of XAImethods,

fostering transparency and trustworthiness in AI systems.

Research Directions While feature attribution methods are widely applied for supervised learning

tasks, challenges remain to be addressed. To remedy thementioned gap of applications to DRL agents,

in the context of the AI4REALNET project, we plan to develop and examinemultiple feature attribution

methods designed to explain the decisions made by DRL agents for critical applications such as power

grid control. Additionally, we will provide a set of relevant metrics for evaluating various facets of

explainability, including robustness, complexity, randomization, and faithfulness, to shed light on the

effectiveness and nuances of different attribution techniques in power system control contexts.

5.2.3. VISUALIZATION-BASED EXPLANATIONS

Visualization-based explanations aim to fill the gap between human understanding and AI decision-

making by providing a graphical representationof the explanations. Saliencymaps are a popular visual-

ization technique in classification tasks that highlights the importance of different regions on graphical

inputs. These maps are widely used to provide contextualized local explanations for decisions made

by opaque models (Alqaraawi et al., 2020; Petsiuk et al., 2021; Simonyan et al., 2013; Liu et al., 2016).

Their widespread adoption can be attributed to their inherently human-friendly communication na-

ture, which makes them understandable from a human perspective even without the need for much

expertise in the problem addressed.

In RL, (Vouros, 2022) argues that explanations can be offered by identifying and highlighting the most

influential features in the decision-making process. Conversely, (Atrey et al., 2019) underscore the

limitations of saliency maps in establishing a causal relationship between observed features and the

resulting decisions of agents.

To combine the efficacy of saliency maps while overcoming their limitations, previous work in Explain-

able RL has focused on developing explanations through graphical depictions for the decision-making

process, each addressing distinct objectives. (Olson et al., 2021) generate a counterfactual state rep-

resentation to highlight the minimal changes required in the observation to choose a different action.

Additionally, (Dorfer et al., 2022) and (Fuxjäger et al., 2023) contextualize the agent’s decision by high-

lighting the areas of the observed space that require immediate attention by the agent, as well as by

forecasting the expected consequences of a decision on the system. (Sequeira and Gervasio, 2020)

and (Amir and Amir, 2018) summarize the agent’s behavior on a trajectory through a short video high-

lighting key agent-environment interactions. Finally, (Madumal et al., 2020) proposes visualizing the

agent’s decision with a causal graph. This method significantly improves the transparency of the algo-
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rithm by providing a means to understand how and why models make their decisions.

Research Directions While visualization defines the means of communication, the content of the

explanation must be defined based on the domain. Representing the domains in a common way can

help abstract the low-level details intrinsic to each domain, thereby standardizing the explanation

methodology. The AI4REALNET project will contribute to visualization enhancements by proposing

an extension of existing visualization libraries for power grids. This extension will integrate feature

attribution values into the interactive graphical representation of power grids, enhancing the inter-

pretability and usability of the framework. Interactive visualizations will be developed to represent

the decision-making processes of RL agents in power system control scenarios. Such graph represen-

tation from the power grid domain (Fuxjäger et al., 2023)will be extended to the other domains. While

this intuitively applies to the railway network, some challenges may arise when representing the air

trafficmanagement through a graph. Modeling the network as a graph allows a human to navigate the

representation and obtain a broader or more detailed view of the system, depending on their needs.

5.3. AUTOMATION TRANSPARENCY

5.3.1. THE HUMAN SIDE OF HUMAN-AI COLLABORATION

Automation is shifting functions from humans to technology. This changes the human role in achiev-

ing work objectives. It is a well-known problem that humans often get a role they cannot fulfill (Bain-

bridge, 1983). With AI, this problem has not disappeared. Rather, it increases because AI automates

sophisticated cognitive functions (Endsley, 2023b). AI outputs that are not understandable for humans

are only one of the related problems. Others are that humans lose skills and tacit knowledge when

functions are allocated to AI, and the humans no longer perform them themselves. Or they rely too

much on an AI and therefore do not use it appropriately. To avoid such negative effects of automa-

tion, the AI, the human-AI interaction, and the human-AI collaboration need to be carefully designed.

Moreover, an appropriate design may not only prevent negative effects but even enable synergies be-

tween humans and AI, creating a symbiosis. This is because a clever combination of knowledge from

both humans and technology, based on their complementary strengths and weaknesses, can result in

human-AI performance that outperforms any human and any AI individually (e.g., Grote et al. 1995).

Against this background, the following chapter focuses on the human side of human-AI collaboration

and the resulting requirements for automation transparency. It goes even deeper on the human side

by approaching a collaborative new trend that perceives the human implicitly to enhance the sym-

biosis between both actors (human and AI). The first section discusses the transparency requirements

from a content perspective. Five key human processes are described: human decision-making, human
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learning, human trust, humanmotivation, and human implicit status. Themain characteristics of each

process are elaborated on, and the requirements for automation transparency are derived. The sec-

ond section focuses on methodological aspects. Two complementary methods of cognitive (system)

engineering are described: Ecological Interface Design (EID) and the Joint Control Framework (JCF).

These methods are suitable for analyzing and designing human-AI interaction and human-AI collabo-

ration to derive consequences for both AI design and human task design. The final section discusses

proposals for future research concerning AI4REALNET, i.e., in critical network control.

5.3.2. KEY HUMAN PROCESSES

HUMAN DECISION MAKING

Today’s AI-based decision-support systems are mainly based on recommendations. However, recom-

mendations provided by AI are usually not sufficient, even if they are enriched using explanations (XAI)

and transparency (Eisbach et al., 2023; Miller, 2023). Several studies showed that explanations do not

lead automatically to better decisions (Ngo and Krämer, 2022; Zhang et al., 2020). Therefore, rather

than just providing decisions, joint human-AI decision-making based on the complementary capabil-

ities of humans and AI is required (Endsley, 2023b; Miller, 2023). From a psychological perspective,

joint decision-making needs to consider the human decision-making processes with its cognitive ele-

ments as well as with its related biases such as the anchoring effect or the confirmation bias (Eisbach

et al., 2023; Ha and Kim, 2023; Wang et al., 2019). In this chapter, the peculiarities and elements of

human decision-making are described.

Humandecision-making is diverse and varies depending on the human’s level of experience (kle, 1993).

Basically, two types of decision-making can be distinguished: analytical and pattern recognition (Kah-

nemann, 2012; kle, 1993). Novices with low experience make decisions rather analytically by compar-

ing options and arguments thoroughly, leading to time-consuming, deliberate decisions. In contrast,

experienced experts tend to make decisions quickly and largely effortlessly and without conscious

control (Kahnemann, 2012; kle, 1993). This is known as naturalistic decision-making and describes

how experts make decisions in real-life situations, especially in difficult circumstances (Klein, 2008;

kle, 1993). Common difficulties include time pressure, high stakes and high risks, dynamic conditions,

and incomplete, contradictory, and ambiguous information. In addition, real-world goals are often ill-

defined and conflict with other goals. In such situations, experts - in contrast to inexperienced novices

– make decisions using experience-based pattern recognition, which is faster than the analytical pro-

cedures and more informed (Klein et al., 2003; kle, 1993).

In more detail, the cognitive process of decision-making is complex and encompasses many different

macrocognitive functions and sub-processes (Klein, 2018; kle, 1993). Macrocognition is defined as a

process of “adapting cognition to complexity” (Hoffman et al., 2009)[p. 87]. In other words, it is a
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dynamic application of thinking to what is happening in a complex environment.

Macrocognition encompasses functions and processes (Klein et al., 2003), regardless of whether in

individuals, human-human teams, or human-AI teams. Functions represent actions rather than states

andmust beperformed in real-world contexts (Klein, 2018). Decision-making emerges fromsixmacrocog-

nitive functions, which are always active in parallel rather than being performed sequentially: 1) Per-

manently decisions need to be taken. 2) Sensemaking organizes perceptions into meaningful units.

Situation awareness arises as a result of sensemaking (Klein et al., 2003). 3) Plans are adapted to

changing circumstances through (re)planning. 4) This requires an adaptation, which allows one to re-

spond flexibly to new situations. 5) Problem detection identifies potential challenges. 6) Coordination

synchronizes activities and resources. Although these six functions are distinct, they are interrelated.

In cognitive work, no task depends exclusively on a single function or process (Klein, 2018).

These macro-cognitive functions are supported by macro-cognitive processes such as 1) maintaining

common ground (with the relevant humans or/and AI), 2) developing mental models (of the current

situation and the limitations and capabilities of the AI), 3) mentally stimulating and story building

(of possible actions), 4) managing uncertainty and risk, 5) identifying leverage points to control the

process, and 6) managing attention to be aware of potential problems (Klein, 2018).

Thesemacro-cognitive functions and processes are distributed, including individuals, teams, and even

organizations. A decision made somewhere affects other individuals, teams, or organizations, often

without anyone even being aware of the others and the interrelated effects (Wäfler and Rack, 2021).

The anchoring effect describes a remarkably robust cognitive bias that influences human judgment

and so decision-making (Furnham and Boo, 2011; Pohl, 2006). It describes the phenomenon that

initially presented information “anchors” people’s attention and perception, making them blind to

other information (Tversky and Kahneman, 1974).

Confirmation bias refers to the tendency to seek confirmation of one’s own assumptions by selec-

tively searching for, interpreting, and remembering information in a way that systematically hinders

the possibility of rejecting one’s own assumptions (Pohl, 2006). Confirmation bias, therefore, leads

to information that contradicts one’s own assumptions being neglected, which causes distorted de-

cisions. To overcome the confirmation bias in human-AI collaboration, Ha and Kim (2023) suggests

providing the human a priori information (e.g., a set of data that is taken into account when com-

puting decisions) before showing the final decisions generated by AI. According to these authors, this

might be the only way to overcome the confirmation bias effectively. In contrast, there are still no

ways to fully overcome the anchoring effect when AI suggests recommendations (Pohl, 2006; Wilson

et al., 1996; Furnham and Boo, 2011).

An AI supporting the human decision-making processmust provide transparency regarding themacro-

cognitive functions and processes (e.g., by providing an explanation regarding the state of the process
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to be controlled, regarding emerging problems, or regarding leverage points) as well as regarding bi-

ases in human decision-making (e.g., by mirroring patterns in human decision-making behavior).

HUMAN LEARNING

Human learning is a complex process that leads to lasting changes in humans, influencing their per-

ceptions of the world and their interactions across physical, psychological, and social dimensions. It is

fundamentally shaped by the ongoing, interactive relationship between the learner’s characteristics

and the learning content, all situated within the specific environmental context of time and place, as

well as the continuity over time (Alexander et al., 2009). Humans effectively learn through a dynamic

process described in the Experiential Learning Theory, conceived by Kolb (1984). This approach de-

scribes a cyclical four-stage model essential for converting experiences into substantive knowledge.

The four iterative stages encompass the following:

• Concrete Experience: This initial phase involves hands-on engagement with tasks, where hu-

mans encounter new experiences or reinterpret existing ones, laying the foundation for learn-

ing. This requires the preconditions and the ability to be fully open-minded and unbiased to

new experiences.

• Reflective Observation: In this stage, humans reflect on their experiences, contemplating what

was successful or identifying potential improvements. This reflective practice is critical for inter-

nalizing learning outcomes. This means humans must look at and reflect on their experiences

from many perspectives.

• Abstract Conceptualization: Humans then conceptualize their reflections, crafting new ideas

or adjusting existing mental models. This phase is where abstract understanding materializes,

enabling the construction of novelmentalmodels or conceptual frameworks. For these, humans

should be able to create concepts that integrate their observations into comprehensive cognitive

representations.

• Active Experimentation: The culminating stage involves applying abstract cognitive representa-

tions in real-world scenarios to observe the outcomes of these applications. Taking into account

real-world feedback is key for empirically testing ideas and refining mental models. With active

experimentation, humans should be able to use their cognitive representations to make deci-

sions and solve problems.

This cyclic process is characterized by a sequential learning progression, emphasizing the necessity of

engaging with each stage systematically to ensure a thorough learning experience. This sequence fa-
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cilitates the conversion of experiences into actionable knowledge through a recurring cycle of practice,

reflection, model development, and experimentation (Kolb and Kolb, 2009).

In the context of human-AI collaboration, there are at least three learning objects that are important

for humans: (1) learning about the process and the task (i.e., about the subject matter of decision-

making, e.g., Air TrafficManagement (ATM)), (2) learning about the AI (e.g., about the AI’s capabilities

and boundaries), and (3) learning about one’s own behavior (e.g., about own decision-making patterns

and biases).

Learning about theprocess and task Acquiringmore expertise in professional decision-makingmeans

improving performance in the macrocognitive functions and processes of decision-making. Appropri-

ate learning improves task performance (Klein, 2018). For instance, in problem detection – a critical

aspect of macro-cognitive functions – AI could empower humans to act more proactively by enabling

them to systematically go through the entire cycle of experiential learning. Thus, they make new ex-

periences, conceptualize their reflections, craft new ideas, or adjust existing mental models, thereby

learning to detect potential problems earlier and more frequently.

Learning about the AI To improve performance, it is important to know the collaboration partner

(i.e., the AI) and to have an accuratemental model of it (Gao et al., 2023;Wilkison et al., 2007). Adapt-

ing Rook (2013)’s definition of mental models to the AI context, a mental model is an individual’s cog-

nitive representation of the functioning of an AI-based on experiences with it. This model significantly

influences how individuals interact with the AI, anticipate its behavior, and make decisions.

For humans to have an accurate mental model of a particular AI, they need to be able to continuously

update their mental model – a process that is essential for learning (Stöttinger et al., 2018). Updating

a mental model involves adjusting the understanding of the AI by continuously incorporating new

information and experiences (Uitdewilligen et al., 2013; Valadao et al., 2015). Over time, this dynamic

learning process is essential for generating accurate mental models of AI.

Learning about oneself Various cognitive, perceptual, and motivational biases often affect human

judgment and decision-making. Interestingly, while humans can better identify biases in others, they

frequently fail to recognize their own, a phenomenon called the “bias blind spot”. It is primarily at-

tributed to two factors: an overreliance on introspective evidence, which is unreliable due to the

nonconscious nature of biases, and a conviction that one’s own perceptions are accurate reflections

of reality, leading to the belief that differing perspectives are biased (Pronin, 2007).

Humans’ tendency to deny their own biases, even while recognizing biases in others, reveals a deep

limitation in self-awareness. AI can promote self-awareness by enhancing and developing human

self-reflection (Jelodari et al., 2023). Real-time feedback on behavior and decision-making styles can
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provide insightful information and reveal patterns and biases that may not be obvious to individuals

(Lieder et al., 2019). The benefits of AI in overcoming human biases could be expanded by providing

a nuanced understanding of how an individual’s behavioral tendencies may change under different

conditions, such as different times of day (e.g., taking more risks in decisions at the end of a shift). In

this way, AI offers a personalized reflection of an individual’s cognitive and behavioral patterns.

In summary, integrating experiential learning theory into human-AI interaction is critical to enhanc-

ing human expertise. This enables humans to create precise mental models of the decision-making

subject and the AI, enabling better collaboration with AI. In addition, deepening self-awareness and

self-reflection are important aspects of effective decision-making and overcoming biases. This holistic

approach to learning enables humans to realize AI’s full potential and enhances human capabilities.

Regarding these three learning areas, an AI that supports human learning must provide transparency

across the four stages of the learning cycle: Transparency 1) regarding concrete experience (e.g.,

by triggering exploration through providing explanations regarding different factors of the process

that can be related to each other), 2) regarding reflective observation (e.g., by triggering reflection

through animating the human to formulate hypotheses regarding the interrelations of different fac-

tors of the process), 3) regarding abstract conceptualization (e.g., by explaining data-based evidence

for and against hypothesis the human formulated), and 4) regarding active experimentation (e.g., by

supporting the human to explore learnings in real-world scenarios and different contexts without neg-

ative consequences and by providing immediate feedback on the outcomes).

HUMAN TRUSTING

Human trust in a particular AI is a combination of the human’s knowledge, beliefs, emotions, and

experiences with that AI. These factors shape human expectations of the reliability and effectiveness

of an AI. Such expectations lead to a positive or negative assessment, which determines humans’ trust

in the AI. In essence, the construct of trust encompasses the degree of confidence a human has in the

automated system’s ability to perform accurately and cooperatively in various contexts (Cahour and

Forzy, 2009). In contrast to trustworthiness, an attribute of a particular AI, trust is a dynamic process

that builds on trustworthiness but does not directly result from it (Hoffman, 2017). Actual trust in

AI is influenced by various other aspects (Kaplan et al., 2023), including personal experience with AI

(Hoffman et al., 2018).

In general, humans need to establish appropriate trust in an AI, which mainly means having a real-

istic understanding of the AI’s boundaries or the AI’s scope of application. Appropriate trust means

that, with increasing experience a human should trust the AI for specific task or objectives in certain

contexts or problem scenarios, while also appropriately mistrust the AI for other tasks or objectives in

specific contexts or problem situations. Consequently, trust does not develop in the traditional sense
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by gradually increasing to a more advanced state. Instead, it morphs, meaning that the state of trust

changes without necessarily developing or improving linearly. As humans interact with the AI over

time, their trust morphs in response to new hints (e.g., about the AI’s error bounds), experiences,

or contexts and becomes appropriate trust. When an appropriate trust is established, humans can

confidently rely on the AI (Hoffman et al., 2018).

The consequences of inappropriate positive trust and inappropriate negative trust have serious con-

sequences, especially in high-stakes environments (Lee and See, 2004). Highlighting the nuanced dy-

namics of these relationships, Parasuraman and Riley (1997), along with contributions from Parasur-

aman and Manzey (2010), delve into the complex interplay between positive and negative trust in

the realm of human-automation interaction. They emphasize the critical influence that these states

of trust have a critical impact on the effectiveness of human-AI collaboration. In particular, they note

that excessive mistrust can lead to a number of errors, such as ignoring valid AI recommendations, un-

derutilizing available automation capabilities, or overlooking beneficial advice. Such pitfalls can lead

to suboptimal or even dangerous scenarios in domains where accuracy and safety are critical, such as

aviation, public transportation, and power grid operations.

Negative trust may lead to the creation of workarounds. A workaround is essentially a humanmethod

of overcoming a perceived problem with or a perceived limitation of a system. This happens because

humans perceive AI as not helpful in achieving objectives (Koopman and Hoffman, 2003). Conse-

quently, humans do not cooperate with the AI but try to find and execute alternative ways to achieve

their objectives.

Overtrust in AI is another form of inappropriate trust. Overtrust is a scenario in which trust in AI ex-

ceeds the level justified by its capabilities and reliability (Jacovi et al., 2021). This overtrust, especially

when skepticism is more appropriate, can lead to significant errors. Parasuraman and Manzey (2010)

describe several challenges related to overtrust. They manifest in different ways, such as commission

errors, where humans accept incorrect information from the system as accurate, or omission errors,

where the AI fails to give a critical warning and the human is unaware of this omission. In addition,

this overtrust can culminate in automation complacency, where humans, perpetuated by overtrust in

the AI, fail to adequately monitor or verify the AI’s output, potentially leading to critical missings or

misjudgments (Parasuraman and Manzey, 2010). The implications of such overtrust are profound and

underscore the need for a balanced approach to trusting AI, where trust in the AI is balanced with an

awareness of its limitations and a commitment to intervene when necessary.

An AI supporting humans in gaining appropriate trustmust provide transparency regarding its capabili-

ties and limits. Achieving this with themeans of explanations is very limited, as explanations cannot be

verified by humans but must be trusted blindly. Therefore, AI must facilitate an exploratory process,

allowing human to explore the AI and thus enabling them to refine their understanding and adjust
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their trust accordingly. Such an approach ensures that trust is not blindly given but is informed by

direct experience and a deep comprehension of the AI’s capabilities and limitations, leading to a more

nuanced and effective human-AI collaboration.

HUMANMOTIVATION

The tendency of not using IT-tools (Fildes et al., 2009) as well as algorithm aversion is quite common

(Niehaus et al., 2022; Schaap et al., 2023). Therefore, intrinsic motivation to use AI needs to be delib-

erately promoted. Whether or not humans are intrinsically motivated depends on work conditions.

Since both AI and the way in which humans interact with AI are working conditions, the prerequisites

for intrinsic motivationmust be considered when designing AI and human-AI interaction. Appropriate

work conditions need to foster user engagement with the information provided by AI (Eisbach et al.,

2023). This is required to develop calibrated trust (Eisbach et al., 2023) and foster proactive behavior

(Erinaldi et al., 2020). Both are especially in safety-relevant systems pivotal to the ability to anticipate

possible future events (Brizon and Wybo, 2009; Duchek, 2020). However, motivational aspects are

usually not considered in the current design of AI. In contrast, current AI-based decision-support sys-

tems often lead to increased monitoring tasks, providing users with AI-generated recommendations

instead of giving them an essential role in decision-making. Such monitoring tasks overstrain humans

because they are monotonous and fatiguing (Bainbridge, 1983; Kaber et al., 2009; Parker and Grote,

2022). Sometimes, they even exceed human capabilities (e.g., as AI takes more information into ac-

count than a human can oversee) (Bainbridge, 1983; Endsley, 2023b). To overcome these problems,

the design of AI and human-AI collaboration must incorporate basic principles of intrinsic work moti-

vation as described below.

Intrinsic workmotivation can be defined as “the doing of an activity for its inherent satisfactions rather

than for some separable consequence. When intrinsically motivated, a person is moved to act for

the fun or challenge entailed rather than because of external products, pressures, or rewards” (Ryan

and Deci, 2000)[p. 54]. Hence, intrinsic work motivation is a prerequisite for human interest and

task engagement. However, intrinsic work motivation is not a personality trait. Rather, it is highly

influenced by the task’s design characteristics to be performed (Fried and Ferris, 1987; Hackman and

Oldham, 1976; Parker and Grote, 2022; Rai andMaheshwari, 2021). According to the widely used task

characteristics model (e.g., (Niehaus et al., 2022; Parker et al., 2017; Parker and Grote, 2022), three

psychological states must be considered to support intrinsic work motivation (Hackman and Oldham,

1976): 1) Experiencing meaningfulness of the work, 2) experiencing responsibility for outcomes of the

work, 3) knowledge of the actual results of the work activities.

Experienced meaningfulness of the work in the context of human-AI collaboration means that the

user (not the developer/designer of the AI) must experience the interaction with the AI as meaning-
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ful (Parker and Grote, 2022; Sadeghian and Hassenzahl, 2022). In human-AI collaboration, it is sug-

gested that task allocation should not only rely on the humans’ abilities and performance. Rather,

tasks allocated to the human need to be perceived as meaningful (Sadeghian and Hassenzahl, 2022).

Consequently, not only the what and the how of task execution needs to be addressed, but especially

the why. Therefore, all interaction elements on the AI side, such as providing information or asking

for information, must have a comprehensible purpose for the human. Furthermore, humans experi-

ence meaningfulness when the interrelations between their own activities and the activities of others

(including the AI’s activities) are comprehensible and well-reasoned.

Experienced responsibility for outcomes of the work can be achieved through human autonomy (Hack-

man and Oldham, 1976; Morgeson et al., 2005) and control over the process (Wäfler et al., 1999), and

over the AI (Endsley, 2023b). This is because people only feel responsible for outcomes that they have

at least partially influenced themselves. Hence, autonomy is given when the outcome depends on

“the individuals’ own efforts, initiatives, and decisions” (Hackman and Oldham, 1976)[p. 258]. Within

the collaboration with an AI, this means that the human must have the possibility to initiate the in-

teraction and must experience decisional control (Schaap et al., 2023). The control is given when the

following three preconditions are met: transparency, predictability, and influenceability (Wäfler et al.,

1999). An essential component of control is the awareness and understanding of the current situation,

as emphasized in the situation awareness model (Endsley, 1995, 2023c). A clear perception and ade-

quate comprehension of the environment enable individuals to anticipate possible future events and

make appropriate decisions. To have control over the process and AI, and therefore over decisions,

not only supports intrinsic work motivation but also avoids algorithm aversion(Schaap et al., 2023). If

the human does not have decisional control, the acceptance of the AI-made decisions and the agent

is low (Schaap et al., 2023).

Knowledge of the actual results of the work activities is also a precondition for intrinsic work motiva-

tion (Hackman and Oldham, 1976). Imagine a long jumper who never gets feedback on how far the

jumps are. The jumper would certainly lose intrinsic motivation to jump. Feedback on performance

is crucial to maintaining motivation. This is why pedometers motivate people to move: Knowing if

you’ve reached your 10,000 steps is motivating. To have a motivational effect, the feedback must be

timely. If the long jumper only receives feedback on his average performance once a year, this has no

motivating effect. In human-AI collaboration, it can be assumed that humans are more motivated to

use AI when AI provides comprehensible feedback about the effectiveness of his or her performance.

This feedback may refer to both the process and the AI. The former refers to the human impact and

effectiveness of process control. The latter refers to the effectiveness of using AI, i.e., whether humans

utilize the AI’s potential (Parker and Grote, 2022).

An AI supporting human motivation must provide transparency regarding meaningfulness (e.g., by
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providing explanations for thewhy of suggested decisions), autonomy (e.g., by providing the possibility

to explore different options for solutions), and feedback (e.g., by providing explanations regarding the

effects of the solution chosen as compared with those options not chosen).

HUMAN IMPLICIT SYMBIOSIS

First mentioned by Licklider (1960) in 1960, “Man-Computer Symbiosis” was intelligent technology

that should be developed to augment human intelligence, not replace it, turning the typical user-

centered application into a distributed system. This idea at the time did not have many followers and

was lost through most of the 20th century. However, with the rise of AI, computing power density,

wearable devices, and IoT, it is becoming a relevant concept in a world where humans need more

and more interaction with machines daily. The Macmillan dictionary states that symbiosis is “a close

relationship between two different things or people from which both get benefits.”. This is already an

adaptation from the early biology concept that stated symbiosis is “a close connection between two

different living creatures from which both usually get benefits”. In this symbiotic relationship, neither

the machine will be a tool for the human, nor the human will be just an aid and/or supervisor of the

machine’s automated processes. Both sides will be able to make autonomous decisions while aware

of the current state of their counterpart, and they will be able to alter their behavior according to the

current environmental conditions and the final goal.

In this way, there is a need tomake the interaction between humans andmachinesmore fluid and nat-

ural. Interfaces and input commands on a keyboard are far from what human-to-human interaction

usually is, where more complex phenomena such as speech, body language, and psychophysiological

states happen and interfere with the process. For example, in the same way humans perceive that a

machine/AI is not behaving as it should, the machine could also perceive humans beyond the system

interfaces (explicit interaction). Here, we introduce a key concept: implicit interaction. Such inter-

action aims to take the interaction between humans and AI to the next level by providing another

layer of knowledge about the human - the capability of the machine/AI to perceive the human psy-

cho and physiological states. Joining this implicit knowledge with the explicit interaction, both parties

work better together to reach a common goal for mutual advantage, always being aware of each other

state and plans to create a truly symbiotic relationship.

A strong effort in this sense is being made in the industry sector (Industry 5.0), where collaborative

robots (cobots) perform more complex tasks with some interaction with humans. However, it raises

significant challenges related to workers’ safety since most systems are reactive and do not anticipate

human movement (Buerkle et al., 2021). It can easily lead to accidents, bringing up the importance

of predicting human intention for the robot to adapt and change its behavior. Such prediction is im-

possible in explicit ways due to the lack of movement from the user, who would easily benefit from
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an implicit symbiosis to enhance the human-cobot relationship. In this field, probabilistic models are

already aimed at overcoming these limitations. However, predicting human behavior remains highly

complex (Bi et al., 2019; Wang et al., 2021).

In the grip systems operator’s area, there is still a large lack of systems that provide such symbiotic

relations. Several research studies are being conducted to understand the operators themselves by

evaluating the cognitive load (Wenskovitch et al., 2022), performance (Anderson et al., 2023) or even

stress (Rodrigues et al., 2021). These studies cover different types of operators (e.g., air traffic con-

trollers and power grid operators) and try to understand their behavior in different operating scenarios

and more difficult situations that can be partially supported by AI systems. Normally, psychophysio-

logical metrics are collected in these studies, such as heart rate variability, reaction time, tried social

stress, scoring, surveys, and interviews, allowing researchers to design a combined Machine Learning

model for a deeper understanding of human behavior. Most of these studies aim to understand the

operator in a better way and provide systems that interact explicitly with the humans through the

interface but do not close the loop - the human behavior is not implicitly re-used by the machine for

a higher level of symbiosis.

In the AI4REALNET project, we advocate the need to take this next step and close the loop between

the human and the AI, where the symbiosis is implicit, and the human implicitly interacts with the AI

directly, reinforcing its learning.

5.3.3. DESIGNING FOR TRANSPARENCY

Automation transparency is expected to become increasingly important for system developers, poli-

cymakers, and operational users. To date, however, it remains unclear how to achieve transparency

best by design in identifying what information needs to be conveyed and offering design guidance on

how to organize it best (e.g., levels of transparency).

In the context of the AI4REALNET project, we plan to adopt a decision-centric view on AI transparency

by focusing on the important decisions that have operational consequences that the human operator

cares about. Two kinds of decisions are considered. Firstly, decisions regarding the process that is

being controlled. Secondly, decisions regarding the delegation of tasks and functions to AI. Given the

socio-technical nature of the work environment, Cognitive (systems) Engineering principles and two

complementary design and analysismethodswill be considered – Ecological Interface Design (EID) and

the Joint Control Framework (JCF).

EID principles are used to develop interfaces based on identifying and portraying the functional work

domain constraints governed by causal and intentional laws, rules, and principles (Borst et al., 2015).

Such constraints are independent of specific actors and agents (e.g., humans or (AI-based) automa-

tion) operating in the same workspace. This phase is known as the Work Domain Analysis (WDA) and
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results in a functional (abstraction) hierarchy ranging from the higher-level functional purpose of the

overall system to the location and status of system resources. As such, an ecological interface typi-

cally offers domain transparency by integrating contextual information but lets agents (either human

or automated) ‘finish the design’ by empowering them to decide upon a specific course of action (Borst

et al., 2015; Paassen et al., 2018; Klomp et al., 2015).

The EID approach opens up the potential for mutual learning. The AI could learn from the human,

by analyzing selected (manual) actions (decisions on what to do / how to do it); and then starting to

propose or even execute those. The decisions and actions that the AI performs can also be portrayed

on an ecological interface, which shows what constraints have been considered. Imagine that the

operator notices that traffic is not flowing well in a sector with strong winds – then the operator can

observe the system through the ecological interface and check whether the wind is being considered

(correctly).

To analyze how the AI and the human operator work together in terms of activity patterns (e.g., sens-

ing, exchanging information, acting, etc.) the Score notation in JCF can be used. The JCF includes

the same functional abstraction levels as EID traditionally relies on but adds an overarching level that

describes the current ‘Frame’ that sets the stage for the technical system and its associated goals.

Framing is needed to account for human subjectivity – the operator frame can differ from the frame

that an AI has and also from that of a system designer (who specifies a functional purpose – however,

their framing before operations may differ from that of operators, who may, for instance, encounter

situations that were unforeseen, or use systems for unplanned ends). The JCF models control pro-

cesses over time, describing perceptions, decisions, and actions between a subject and their object

of concern (Lundberg et al., 2021), as well as the autonomy of humans and AI respectively (Lundberg

and Johansson, 2021). Thus, the interactions are mapped on the same levels as are used in EID to, for

instance, model control of drone traffic (Westberg et al., 2022).

Using the score notation, the AI process toward the process of concern (e.g., air traffic) can be de-

scribed. Secondly, the Operator process in monitoring the AI (or automation) can also be described.

This includes work-as-done (Lundberg et al., 2024) and designs for how work should be done (Nylin

et al., 2022). Further, intent can also be described, including options for AI decisions and what the

AI assumes humans intend. This can be useful for pro-active monitoring of an AI (Hammarbäck et al.,

2023, 2024).

5.3.4. AUTOMATION TRANSPARENCY RELATED RESEARCH PROPOSAL

Five key conclusions can be drawn from the above regarding automation transparency and the asso-

ciated research proposals. These are described in the form of theses.

Thesis 1: The introduction of AI into decision-making processes requires a careful allocation of func-
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tions between humans and AI to avoid negative impacts on human performance and to enable syn-

ergies between humans and AI that go beyond the capabilities of humans and AI alone.

Research is required to understand better the complementarity of humans andAI, i.e., the qualitatively

different strengths andweaknesses of both in decision-making, and to understand better how humans

and AI are to be combined to create synergies.

Thesis 2: To empower humans to be real partners for AI in human-AI decision-making goes far be-

yond the explainability of an AI’s inner workings and of AI-generated decisions. Rather, automation

transparency must support human cognitive processes related to decision-making, learning, trust,

and motivation.

Research is required regarding the key contents humans need to have transparency about when col-

laborating with AI so that critical human cognitive processes are best supported. Even if the aim is

to design human-AI collaborative decision-making, this does not only refer to cognitive processes of

human decision-making. It also refers to cognitive processes of human learning as the human side of

co-learning, to cognitive processes of human trusting as the human side of an AI’s trustworthiness,

and to cognitive processes of human motivation.

Thesis 3: While explainability is important, it is only one form for providing automation trans-

parency. Others are exploration, animation, mirroring, or intuitive interface design.

Research is required to enable contextualized forms where AI can provide transparency on topics rele-

vant to human-AI collaborative decision-making. These forms may be an explanation (i.e., AI explains

a subject matter), exploration (i.e., AI supports the human to explore a subject matter, e.g., by creat-

ing a protected environment in which decisions can be tried out and corresponding effects are tested,

or in which capabilities and limits of an AI can be explored), animation (i.e., AI animates the human

to reflect on a subject matter, e.g., by triggering the human to formulate hypotheses the explain ob-

served phenomena), mirroring (i.e., AI mirrors individualized patterns in human behavior to make the

human aware of own biases and variabilities in decision-making), or intuitive interface design (i.e., the

subject matter is intuitively comprehensible for humans).

Thesis 4: AI-based decision-support must go beyond providing recommendations (with or without

explanations or transparent decision models). Cognitive forcing and evaluative AI are other forms

of decision support more suitable for supporting human cognitive processes related to decision-

making, learning, trust, and motivation.

Miller (2023) outlines various forms of collaborative human-AI decision-making ranging from human-

on-the-loop to human-in-the-loop andmachine-in-the-loop. These forms are AI providing recommen-

dations (with or without explanations or transparent decision models), cognitive forcing (i.e., the hu-

man takes an initial decision, AI provides explanations and recommendations regarding this human-

initialized decision), and evaluative AI (i.e., the human formulates hypothesis, AI provides human with
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evidence for and against this hypothesis). Cognitive forcing and evaluative AI are suitable to support

exploration, animation, and mirroring, as described in thesis 3. However, research is still needed to

develop forms of AI that enable cognitive forcing and evaluative AI.

Thesis 5: The analysis and design of AI, human-AI interaction, and human-AI collaboration require

methods of cognitive (system) engineering that can model the decision-making process as well as

requirements for function allocation resulting from human cognitive processes related to decision-

making, learning, trusting and motivation.

Ecological Interface Design (EID) and the Joint Control Framework (JCF) arewell-suitedmethods for an-

alyzing and designing AI, human-AI interaction, and human-AI collaboration. Research must integrate

key aspects of human cognitive processes related to decision-making, learning, trust, and motivation.

As described in Chapter 3, decision-making in critical network control is challenging and becoming in-

creasingly demanding. Therefore, the need for research resulting from these 5 theses for AI4REALNET

relates to the question of how AI can effectively support relevant cognitive processes of the human

decision-maker. These cognitive processes are described in Figure 3. In the focus are necessary, pre-

ventive or corrective decisions to control the network. For the human decision-maker to make appro-

priate decisions effectively and efficiently, AI must support the development of appropriate situational

awareness, e.g., by alerting humans to emerging problems in the network. To gain adequate situation

awareness, humans need to monitor the network. This also needs to be supported by AI, e.g., by sup-

porting humans in learning where the critical points in the network are so that humans can manage

their attention accordingly. Monitoring, developing appropriate situational awareness, and decision-

making require knowledge represented by mental models. In critical network control, these central

mental models refer to representations of the environment (i.e., knowledge about the network to be

controlled), representations of human-human collaboration (i.e., knowing what impact one’s own de-

cisions have on other human decision-makers who aim at keeping other areas of the network under

control), representations of AI (i.e. knowing the capabilities and the limitations of the AI to build ade-

quate trust into the AI; knowing how best to interact with the AI), and representations of oneself (i.e.,

knowing the own patterns and biases in decision-making). Furthermore, thesemental models need to

be developed and continuously improved. This is a continuous human learning process that also needs

to be supported by AI. Lastly, AI needs to support human motivation to engage in network control by

using the AI. This includes, for example, making the meaningfulness of AI behavior comprehensible or

giving humans feedback on the effects of their decisions.

Supporting cognitive processes as described above by AI means to provide the human with corre-

sponding transparency. This can be implemented by providing explications. Research is needed to

clarify which content and forms of explications are suitable, for example, to make meaningfulness

comprehensible. However, explications are not the best way to ensure transparency for many of the
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FIGURE 3 - MODEL OF HUMAN DECISION-MAKING

mentioned cognitive processes. While explication might be suitable for real-time decision-making

support, exploration might better support learning processes. In this way, AI-supported exploration

enables humans to develop more adequate mental models of, for example, leverage points in the

network to be controlled. Evaluative AI (Miller, 2023) can also support exploration, i.e., the human

formulates hypotheses about causal relationships in the network, and the AI searches the data for

arguments in favor and against. Exploring the AI is also a prerequisite for developing mental models

of the AI. It makes it possible to familiarize oneself with the capabilities and limitations of AI, which

in turn enables the development of appropriate trust in AI. For example, by recognizing and mirroring

patterns in human decision-making behavior (e.g., the tendency to make riskier decisions at the end

of a shift), AI can support people in developing an appropriate self-model.

A method is required for the targeted design of human-AI interaction to support decision-making in

operating and controlling critical networks and the associated cognitive processes described above.

A promising way to achieve this is a combination of Ecological Interface Design (EID) and the Joint

Control Framework (JCF). Research is required to merge these two approaches.

5.4. KNOWLEDGE-ASSISTED AI

Knowledge-assisted AI describes a somewhat diffuse subfield. Within the AI4REALNET project, we are

particularly interested in hybrid approaches that combine learning elements with existing conventional

planners or human domain knowledge. Such methods occur in various bodies of work but are often
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referred to using different terminology. Except for the term “knowledge-assisted”, closely related

methods are also referred to as “neuro-symbolic” methods, “hybrid” methods, or “informed” ma-

chine learning, for example. Here, we give an overview of modern approaches to knowledge-assisted

AI regardless of terminology.

We will focus on “generic” approaches that specify approaches that can work in different application

domains using some formalization of the additional sources of information. Wewill thus exclude work

specific to only one application scenario. Furthermore, we will pay special attention to knowledge-

assisted approaches for RL since it is such a central technology in the AI4REALNET project. We will

also focus on formalized knowledge instead of direct interaction with human experts - this mode will

be covered in WP3 instead.

To start with, Von Rueden et al. (2021) provides a survey of what they term “informed”machine learn-

ing. They specifically define informed machine learning as learning from a hybrid information source

that consists of data and prior knowledge, and furthermore emphasize such knowledge comes from an

independent source, is given by formal representations, and is explicitly integrated into the machine

learning pipeline. They survey over 150 papers in the field and present a taxonomy that considers

these key elements: the knowledge source (scientific knowledge, world knowledge, or expert knowl-

edge), the representation (algebraic or differential equations, simulation results, spatial invariances,

logic rules, knowledge graphs, probabilistic relations, or human feedback) and the integration into the

machine learning pipeline (to augment training data, constrain they hypothesis set, modify learning

algorithms, or filter final hypotheses). Where it considers reinforcement learning algorithms, they

mainly identify human feedback as representation, such as feedback that replaces rewards (Knox and

Stone, 2009), preferences with respect to action sequences (Christiano et al., 2017), and natural lan-

guage instructions (Kaplan et al., 2017).

A related overview, focusing on neural-symbolic methods, is provided by Van Harmelen and Ten Teije

(2019). This work attempts to classify the abstract design patterns behind neural-symbolic methods.

Design patterns of interest to AI4REALNET include patterns where symbolic methods further process

the output of learning elements, such as the patterns termed ‘explainable learning systems’ and ’learn-

ing an abstraction for reasoning’, and patterns where learning elements take symbolic prior informa-

tion as additional input, termed ‘learning with (derived) symbolic information as prior’. This pattern

overlaps with the definition of ‘informed machine learning’ mentioned earlier.

Individual neuro-symbolic methods are surveyed by Yu et al. (2023); Hitzler et al. (2022); Garcez et al.

(2022); Sarker et al. (2021). Out of these, the survey by Yu et al. (2023) is perhaps most relevant as

the most recent survey and as the only survey that covers reinforcement learning in some more de-

tail. It proposes the categories “learning for reasoning”, “reasoning for learning”, and bi-directional

“learning-reasoning”. Out of these, the last two are relevant for knowledge-assisted AI. The reinforce-
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ment learning methods in these categories will be covered later in this section. What is interesting

about the survey by Sarker et al. (2021) is that they identify a potential class of methods referred to

as [Neuro[Symbolic]] that have a deep integration of symbolic methods as deliberative components

inside a deep neural network; however, none of the papers they surveyed belongs to.

Neither of the surveys presented so far covers many reinforcement learning approaches. In the liter-

ature, we find several groups of approaches. The first group uses prior information to define an initial

policy, whereas the second group uses prior information to inform the reward and/or value functions.

A third group uses function approximators that contain a mixture of neural and symbolic components.

Lastly, a fourth group takes a hierarchical approach with a more symbolic type of planning at the high

level and (neuronal) learning at the lower level.

In the first group, we have, for example, knowledge-assisted deep deterministic policy gradients (Zhao

et al., 2020), where exploration actions are sometimes selected from a prior policy (obtained by opti-

mizing a low-fidelitymodel). Knowledge-assisted deepQ learning (Zhao et al., 2022) is a closely related

approach, which has also been applied to a power network control problem and which additionally

considers an approximation to obtain the guiding policy even for very large problems. Shielding (Al-

shiekh et al., 2018) could be seen as a special case of this categorywhere a ‘shield’ based on a temporal

logic description is used to prohibit taking dangerous actions. In this category, we could also include

methods that use knowledge about invariances of the environment (Van der Pol et al., 2020).

A second group of methods uses knowledge to aid the value function. For example, ‘value refinement

networks’ (Wöhlke et al., 2022) use planning in a coarse model to obtain an initial value function,

which is then refined using a learned convolutional neural network to provide more fine-grained Q-

values. Several methods also combine a knowledge-based guiding policy with a knowledge-based

initial reward- or value function. Dai et al. (2022) uses an additional reward based on the distance of

the chosen action to the action from the guiding policy. Xie et al. (2024) uses heuristics to shape the

reward function. Gao et al. (2022) use physics knowledge represented as PDE to constrain the policy

and value function to control a power network.

In a third group, there are approaches that combine both neural and symbolic components in a single

function approximator (serving, e.g., as policy or value function). For example, Garnelo et al. (2016);

Garcez et al. (2018) use a pipeline consisting of a neural network (trained with unsupervised learning)

to extract a symbolic representation fromsensory inputs, which is then further processedby a symbolic

system fine-tuned with reinforcement learning. Höpner et al. (2022) considers a value function that

uses a knowledge graph to generalize learned information to sparsely visited states using relations

between tokens in the same higher-level category.

A fourth class ofmethods contains hierarchicalmethods that typically use a formof symbolic reasoning

or planning at the higher level, whereas the low-level execution of behavior is performed by neural
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modules. High-level planning typically relies on knowledge of the high-level dynamics of the problem,

whereas low-level behavior is purely learned from data. The work by Lyu et al. (2019); Yang et al.

(2018); Araki et al. (2021) are examples in this category. Variations are proposed by Vaezipoor et al.

(2021), where the high-level description in the form of linear temporal logic is directly fed into a neural

architecture, and Mitchener et al. (2022), where the weights of the symbolic system are also tuned by

reinforcement learning, bringing data-driven methods also to the high-level decision making.

We can now turn back to the taxonomy by Von Rueden et al. (2021) and ask how reinforcement learn-

ingmethods fit in this taxonomy. Looking at different knowledge representations, we have seenmeth-

ods that exploit knowledge of (spatial) invariances (Van der Pol et al., 2020), logic rules about high-level

transitions (Lyu et al., 2019; Yang et al., 2018; Araki et al., 2021; Vaezipoor et al., 2021), knowledge

graphs (Höpner et al., 2022), differential equations (Gao et al., 2022) and human feedback (Knox and

Stone, 2009; Christiano et al., 2017; Kaplan et al., 2017). Moreover, physics-informed machine learn-

ing (Karniadakis et al., 2021) has been emerging as an approach to integrate the principles of physics

(e.g., conservation laws, symmetry, and boundary conditions) with machine learning algorithms to

inform and guide the learning process and enhance their predictive capabilities and interpretability,

as well as to solve partial differential equations based on physical simulation (e.g., time domain simu-

lations of the power system dynamic response to disturbances).

Probabilistic relations and simulation results were not covered here – probabilistic environment mod-

els do play a central role in model-based reinforcement learning, where they are often used as simu-

lators, but this is a huge field in itself which is better covered elsewhere, such as in the recent survey

by Moerland et al. (Moerland et al., 2023). Model-based reinforcement learning also still leaves the

problem of extracting the actual policy or value function open. Similarly, algebraic and differential

equations also have obvious applications in model-based approaches.

Future research directions Within the context of the AI4REALNET project, there are a number of

specific challenges that can be investigated further. Many scenarios in theAI4REALNETdomains rely on

a network topology structure and critical safety constraints. Using these pieces of information to guide

(reinforcement) learning efficiently to near-optimal solutions holds promise across such scenarios.

More generally, future approaches could focus on less studied representations, such as the use of

differential or algebraic equations directly in policies or value functions. Furthermore, less-explored

design patterns, such as the use of symbolic methods as deliberative components inside a neural net-

work, seem to be an underexplored niche. There also seems to be space for a more modern approach

that directly integrates constraints into the architecture of the neural network, analogous to Towell

and Shavlik (1994) but adapted to deep architectures.
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5.5. CO-LEARNING

The question of how automated systems will interact with humans has been asked for many years,

going back toWoods in 1996, who argued that automated systems can be integrated into human teams

when those systems are perceived as individual and independent agents (Woods, 1996). The following

year, Rich and Sidner showed that highly automated systems can participate in human teamwork, but

must adhere to the principles of human-human cooperation (Rich and Sidner, 1997). With the recent

advances in AI capabilities, research into the design of human-AI teams has gained momentum and

is known under many names, with a plethora of concepts, ideas, and initial implementations. Aliases

are commonly “Human-AI” combined with a suffix indicating a collaborative nature – “Teaming” and

“Cooperation” are among the most common. In the following and within the context of AI4REALNET,

we predominantly use the term “co-learning”, interchangeable with other aliases. The co-learning

concept described in the following section differentiates itself from existing research in that it aims to

achieve continual and mutual learning in a human-AI team, viewing the system holistically with the

goal of exploiting strengths while mitigating weaknesses, thereby achieving performances superior to

that which the agents could achieve individually.

Co-learning has been defined as an emergent process in which group members engage in bidirec-

tional communication, exchanging feedback and adapting their behavior over time (Abich and Siko-

rski, 2023). Co-learning necessitates a mutual and explicit learning objective with the over-arching

goal of improving team performance (Schoonderwoerd et al., 2022). In almost all definitions, a condi-

tion imposed on any co-learning system is that the AI entity be autonomous and capable of perceiving

and acting on its surroundings in ways previously limited to human agents (Wynne and Lyons, 2018).

Wynne & Lyons additionally state that the agent must have a unique role to play in the team and not

servemerely as a tool. It can be said that co-learning aims to recreate the fruitful cooperation humans

intuitively cultivate in human-human teams.

Research Directions Most existing literature is limited to theoretical works or initial analyses of hu-

man interaction with artificial agents in collaborative settings. The theoretical works discuss the chal-

lenges of co-learning and propose solution strategies, providing a valuable conceptual foundation on

which further work can be done. The many analyses of human interaction are predominantly lim-

ited to non-learning agents or in some cases pseudo-AI-agents in “Wizard-of-Oz”-type studies, where

the ”AI-agent” is in fact controlled by a human. The results of such studies shed light on important

psychological phenomena, such as the impact of high communication loads on a human’s ability to

integrate information from teammates into their decisions (Westby and Riedl, 2023), or that the level

of AI assistance tolerated by a human is very individual and linked to their Need for Cognition (NFC)
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(Swaroop et al., 2023). To the best of our knowledge, there are no works that develop and implement

a conceptual framework for co-learning that considers the needs of the human agents and derives

requirements for the artificial agent.

In their 2019 paper titled “Six Challenges for Human-AI Co-Learning”, van den Bosch et al. provide a

detailed description of co-learning as well as proposing a series of requirements and challenges. The

authors propose six models that an agent must have and continually refine to achieve mutual learning

in a human-AI team. More specifically, an agent requires taxonomy, team, task, self, “Theory-of-Mind,”

and communicationmodels to be capable of interactingwith human agents in amanner that conforms

with human cognition (Van den Bosch et al., 2019).

For any human team to function, a common language and a shared understanding of team dynamics

is required. In the system proposed by Van den Bosch et al., the interaction between human and ar-

tificial agents is managed by the human agent via the team model, which defines work agreements,

team organization, hierarchy, task distribution, and delegation. The taxonomy model manages the

shared language, pertaining to concepts and relations important for a common understanding of the

task. With a common taxonomy and the agent’s place in the team defined, it can begin to solve tasks.

To do so, a task model is required, which is comprised of knowledge about the task and the rela-

tions between states, actions, and outcomes, including solution strategies and representation of state

knowledge. Two models exist that describe the inner states of the team members: the self-model,

depicting the inner state of the artificial agent, and the “Theory of Mind”-model, which covers knowl-

edge about the inner state of other agents. Both models contain information about the goals, values,

capabilities, resources, and intentions of the agents. The Theory-of-Mind-model differentiates itself

from the self-model in that the information can be provided directly by the human agent or inferred

by the artificial agent through behavioral observation. It also considers aspects of emotion and per-

sonality. The knowledge of self and of others enables productive alignment and adaptation within

the team, which occurs through the final model – the communication model, which is informed by

the team and taxonomy model and exchanges information with the self- and Theory-of-Mind models.

The sharing of information enables the AI agent to be able to process human communication and send

information using the defined vocabulary, under consideration of the human’s inner state, within the

context of agreed-upon team dynamics while communicating its approach to the task as well as its

own inner state. Communication of the inner state resulting from the self-model is of particular sig-

nificance, given that it cannot be inferred from behavioral cues it would be in a human-human team

(Van den Bosch et al., 2019).

A descriptive design for a co-learning system based on this concept of interconnected models within

the artificial agent is presented in Figure 4, where arrows display interaction and information flow.

Humans interact with artificial agents via a human-machine interface (HMI) and with the environ-
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FIGURE 4 - PRELIMINARY DESIGN FOR HUMAN-AI CO-LEARNING BASED ON Van den Bosch et al.
(2019).

ment directly. Via the HMI, the human agent can control the team and taxonomy models, setting

the framework for collaboration and communication. The team and taxonomy models inform the

communication model, ensuring efficient communication. The HMI also serves as the communica-

tion interface between artificial and human agents. Via communication with the human agent and

through observation, the theory-of-mind model is maintained. The self-model informs the communi-

cation model, allowing the artificial agent to communicate its inner state. Both theory-of-mind- and

self-model inform the task model, which interacts directly with the environment.

While this co-learning concept is merely descriptive, by no means definitive, and has no concrete

concepts for technological implementation, it nonetheless provides an overview of the functionali-

ties required for human-AI co-learning and provides a suggestion for their interactions. The lack of

technological discussion is intentional - the design of system architecture and implementation of its

individual parts, as well as impact analyses, are precisely the research gaps that this project can tackle.

AI4REALNET has the unique opportunity and expertise to develop a holistic approach to co-learning,

considering both the technological and human side of co-learning systems while being among the first

to realize a real-world co-learning system, a significant and important contribution to the advancement

of the field.
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6. CONCLUSIONS

In conclusion, the AI4REALNET consortium advocates that the focus should be placed on optimizing

the degree of decision support of AI to humans, aiming at achieving the best possible team between

humans and AI technology (rather than simply deploying AI-based systems). To accomplish this, the

objective is not simply the implementation of automation or AI but rather the enhancement of the

socio-technical system’s overall efficiency, ensuring maximum human performance and engagement

consistently.

In this line, the explainability of AI is crucial for developing an accurate mental model, as it clarifies the

AI’s decision-making process. However, it alone does not ensure effective human learning. Therefore,

AI4REALNET emphasizes that AI transparency is a vital complement, offering clear, real-time insights

into AI’s activities, which is essential for immediate understanding and interaction in dynamic con-

texts. Transparency should be integrated into the four stages of the learning cycle: 1) during concrete

experience, by explaining various factors of the process to encourage exploration; 2) during reflective

observation, by prompting reflection and hypothesis formulation about interrelated factors; 3) during

abstract conceptualization, by providing data-based evidence for or against the human’s hypotheses;

and 4) during active experimentation, by enabling safe real-world exploration and immediate feedback

on outcomes.

To demonstrate the tangible value of AI-based decision systems in the industry, AI4REALNET focused

on six use cases that address key industry requirements across three infrastructures with common

properties. Operating such a complex system means dealing with unexpected events (e.g., weather-

related events), which requires the definition of remedial and preventive actions in real-time. Taking

the full complexities of these networks is, in general, an NP-hard problem that should be solved in

real-time in a dynamic environment, which is even more challenging, and novel approaches are re-

quired. The AI4REALNET advocates the formulation of these use cases as sequential decision prob-

lems (Markov decision processes) but also explores the supervised learning paradigm. Aspects such

as scalability in large-scale networks (i.e., mitigate the curse of dimensionality and the curse of the

horizon) and sampling efficiency in RL are addressed by exploring distributed and hierarchical RL, as

well as knowledge-assisted AI (that is aligned with neurosymbolic learning). Furthermore, inverse RL

can enable the development of human-inspired policies that may facilitate acceptance and trustwor-

thiness.

The following expected benefits are foreseen for society:

• Network capacity. AI-based human operator support tools to increase capacity in airspace,

railway, and electrical networks and postpone investments in additional network capacity (e.g.,
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integrate additional renewable energy sources) or ensure the integration of new entrant aircraft

types (e.g., hybrid hydrogen-electric aircraft).

• Operational efficiency. Improvements in operational efficiency are achieved by enabling better

predictions, contributing to the punctuality of air traffic and railway operations, and minimizing

operational costs by activating cheaper electrical network flexibility.

• Safety and security. Maintain at least the same level of safety and security as the current net-

work management system. Increase resilience to extreme (natural and man-made) events.

• Environment. Achieve a positive impact of AI-based solutions on operational mitigation of avi-

ation’s environmental impact, for example, by directing traffic over shorter and more energy ef-

ficient (high altitude) routes; facilitate energy transition by reducing renewable energy sources

curtailment and improving carbon intensity of actions.
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