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Abstract—Advanced control, operation, and planning tools
of electrical networks with ML are not straightforward. 110
experts were surveyed to show where and how ML algorithms
could advance. This paper assesses this survey and research
environment. Then, it develops an innovation roadmap that helps
align our research community with a goal-oriented realisation of
the opportunities that AI upholds. This paper finds that the R&D
environment of system operators (and the surrounding research
ecosystem) needs adaptation to enable faster developments with
AI while maintaining high testing quality and safety. This
roadmap serves system operators, academics, and labs advancing
next-generation electrical network tools.

Index Terms—Machine learning, power system operations,
control centre, software, innovation

I. INTRODUCTION

Historically, vendors controlled the entire R&D develop-
ment for power systems. This comprehensive approach en-
sured that the vendor had complete control over every stage
of innovation and refinement. Today, developments of ML-
based algorithms are rapid and often founded in open-source
environments, unlocking quick innovation. However, ML-
based approaches have not yet been used to the full extent
to empower grid evolution [1].

The power system is critical with special testing and ex-
perimentation requirements, and there are several barriers.
Furthermore, significant differences exist between conven-
tional software development components and the innovative
elements introduced by ML. Conventional software devel-
opment typically adheres to a structured and deterministic
approach, while ML presents aspects of learning, adaptation,
and complexity [2]. ML developments are typically dispersed
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and occur in a scattered environment driven by initiatives,
projects, and various organisations. In the past few decades, the
academic literature and research projects investigated several
ML methods and algorithms. However, a systematic overview
and roadmap of the implementation of ML methods to power
systems is lacking.

This paper investigates this environment by analysing a
survey applied to about 110 experts (52% system operators
and utilities, 22% vendors 26% academia) who use or develop
ML for the operation of the power grid. Subsequently, we put
forward a use case implementation roadmap (or journey) for
ML-driven algorithm advances in electrical networks. 63% of
the survey respondents thought that ML was important for the
operation of the power system, specifically to support human
decisions, demand and forecasting of renewable energy. How-
ever, 50% of the respondents experienced scattered interest
from multiple departments with isolated prototyping and no
common roadmap.

In response, sensing the urgency, this paper develops a
common implementation roadmap for innovating with AI for
control centres based on the Technology Readiness Levels
(TRLs) for ML systems [3]. This novel roadmap aims at
understanding the challenges, maximising the opportunities of
the ecosystem (in particular, for system operators and vendors)
and identifying their gaps. Hence, this work calls operators
to the role of ’gluing’ together the dispersed development
environment, ultimately enabling these rapid developments.
This paper develops the ML-innovation roadmap for the power
system ecosystem for the first time and discusses important
requirements and development procedures.

II. INNOVATING WITH ML

The scope of innovation with ML considers different learn-
ing paradigms (supervised, unsupervised, and reinforcement
learning), their data processing, and the programming code
that trains ML models from data sets. The innovation target
is a software product for decision support in future control
centres [4] or for autonomous power systems [5].
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TABLE I: Overview of survey responses regarding low/high priority use cases.

Use case Not relevant/ Medium/high Already
low priority [%] priority [%] in use [%]

Forecast load & DER 4 48 48
Risk assessment 26 65 9
Grid monitoring 27 65 8
Operations processes 34 60 6
Simulation 36 57 7
Market management 36 57 7
Unplanned emergency 35 60 5
Reporting assistance 45 49 6

A. Survey findings

Software tools in control rooms have requirements specific
to each use case and additional requirements when involving
ML-based algorithms. Currently, around 60% of operators
expect ML can improve human decisions and forecasting, and
40% expect ML to lead to some improvements. ML is already
used on around 50% of innovations for forecasting demand
and renewable energy. The use cases for outage management,
planning, the impact of weather events, and frequency risk
and uncertainty management are high priority but not currently
implemented (about 35% of the respondents).

Table I overviews how the survey respondents rated use
cases as high or low priority. The high-priority use cases
are promising, where some already implemented ML for
forecasting. For example, demand and renewable energy fore-
casting are high-TRL and commercially available. However, as
shown in an analysis of forecasts [6], improvements require
researching meta, multi-task learning, and spatial-temporal
models of forecast errors. Beyond forecasting, operators seem
to rank use cases as a high priority that aims at improving
situational awareness (risk assessment, monitoring and emer-
gency management). In these cases, AI can outperform human
capabilities. Some grid situations require fast assessments and
decisions, where humans are too slow.

However, software involving ML has high safety require-
ments to avoid side effects, to ensure reliability, and guaran-
tees. The software may have to explain predictions (white/grey
box) so operators can build trust [7]. Operators interact with
these tools, and learning occurs bi-directional. The software
(and ML) has to consider that humans have individual charac-
teristics. People’s attitudes towards ML can change drastically
and follow the hype cycle. Introducing ML-based software
may be perceived as a risk unless the tool and developments
consider these drastic fluctuations in perceptions.

B. Innovation environment

Innovating with ML shows characteristics that differ from
other typical environments. Past development environments
were closed laboratories with small expert circles. However,
innovating with ML is often a collective effort strongly tied to
the open-source environment, e.g., Linux Foundation Energy
(LFE) [8]. Versioning and professional coding practices are
key for successful collaboration. However, challenges involve
versioning, governance, alignment with functional needs, mod-
ularity and extension mechanisms (lifecycle), responsibilities,
maintenance, and different views on releasing code[9].

Designing an environment to innovate with ML requires
upskilling the workforce. A US study concluded that important
skills for AI/ML positions are critical thinking, dealing with
multiple data sources, data mining, programming, attitude and
general communication [10]. That study distinguishes between
AI and ML engineers. ML engineers work more technically
and require more technical knowledge, experience, and hard
skills than AI engineers. These skills refer to working with
data mining, programming, statistics, and big data. In that
study, AI engineers have a central position within the project
or team and require a holistic process understanding and high
communication skills for interaction within and outside the
project team and management. Innovating with ML involves
specific challenges around the quality and content of data, the
handling of sensitive and privacy data [11], compliance with
regulatory requirements, building ML expertise and solving
problems and development [12]. Beyond these data-related
challenges, developing modular and object-oriented software is
challenging, as ML-based modules (e.g., Python packages) are
often updated challenging the management of dependencies.

AI innovation labs address some of these challenges, creat-
ing synergies between universities, research centres, and com-
panies that share visions in innovating goals, open-sourcing,
and intellectual properties [13]. These labs can accelerate
the adoption of agile development environments to keep up
with the fast pace of ML algorithms. These laboratories
bridge multidisciplinary research with and in ML, focussing
on the final application from lower to higher TRLs. These
agile researchers in labs are involved in local R&D teams in
companies while performing fundamental research (TRL 1-3).

C. Interdisciplinary approach

An interdisciplinary approach explicitly integrates techno-
logical, regulatory, and social dimensions during development,
innovation, and evaluation. Integrating traditionally distant
disciplines, such as computer science and social sciences,
ensures a holistic understanding of infrastructures traditionally
operated by humans. Although there are a variety of concepts
and methods that relate to explainability and trust, there are
still many research gaps regarding human-AI-system inte-
gration (communication and coordination, social intelligence,
human motivation to engage, etc.) or situational awareness
in multi-domain operations (e.g., distributed and shared cog-
nition, human expertise, and tacit knowledge). For instance,
the Horizon Europe AI4REALNET project approaches inter-
disciplinarily the requirements of operators on the human-AI
team, explainability, working conditions, and user-centred and
ecological design concepts.

III. A USE CASES IMPLEMENTATION ROADMAP

Fig. 1 shows our roadmap to innovate with ML in this envi-
ronment. The roadmap involves three ’entities’, here simplified
and presented in a unidirectional way from the lower to the
higher TRL spanning academic and applied research centres,
open source development, and AI testing and experimentation
(TEF) facilities. A TEF is defined by the Digital Europe Pro-
gramme as a “combination of physical and virtual facilities,
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Fig. 1: Innovation with ML for the electrical network (modified from [3]).

in which technology providers can receive primarily technical
support to test their latest AI-based software and hardware
technologies (including AI-powered robotics) in real-world
environments”.

A. Developing Proof of Principals (TRL 1-2)

Research centres typically start with goal-oriented research
towards proof-of-principles, initiating research that includes
system development. Once principles are developed, individual
vendors and system operators (with stronger R&D depart-
ments) scout these principles with their AI/ML experts to
investigate creating business value through innovating using
these principles. There, around 40% of operators already have
AI/ML experts, and around 30% have an internal AI/ML
group. 54% were involved in processes to identify use cases
for ML and develop business cases for organisational adoption.
However, often, further development requires collective efforts
to share the risk in product development. The means are open-
source projects or joined consortiums to jointly innovate. 30%
of survey respondents would support such collective efforts by
sharing data, while half of these require anonymisation.

The recently published EU AI Act mandates that AI systems
providers adhere to a set of ethical principles rather than rigid
rules. This underscores the necessity for an ethical-by-design
approach, integrating ethical considerations into the devel-
opmental framework [14]. Such an approach facilitates the
early identification and close monitoring of ethical concerns
throughout the research development.

B. Developing Proof of Concepts (TRL 3-5)

A consortium or vendor develops a closed or open-source
solution from proven principles to proof-of-concept to demon-
strate capabilities. Innovating with AI can involve developing
concepts further from supervision to self-automation and de-
veloping software planning with human-in-the-loop.

These innovation projects are sometimes publicly co-funded
research projects (e.g., EU innovation actions or nationally).
The LFE or Collaborative Research for Energy System Mod-
elling (CRESYM) associations synthesise the collective efforts

of open-source developments. For example, the open-source
project Power System Blocks (PowSyBl) is to analyse and
simulate grids. The governance of the PowSyBl project in-
volves interactions between RTE, the CorNet project, and LFE.
Their private code repositories are developed by two parties
and contributed to the main library PowSyBl. In such similar
projects, around 70% of operators took part in three or more
projects involving AI, and between 25-50% of operators use
already open-source solutions. However, such projects typi-
cally face similar challenges. 40% found it difficult to deploy
and integrate with legacy systems, and 40% had difficulties in
standardising data access and interfaces. For example, multiple
incomplete copies of data may exist. The design of testbeds,
controls, verification, and certification methods for AI-based
algorithms can provide the requirements for standardisation
and interfacing different tools and data.
C. Testing and Experimentation (TRL 6-9)

Subsequently, the owner of the product is interested in
certifying, testing, and experimenting with the software de-
veloped to make it ready for deployment. As the electricity
grid is a critical infrastructure and ML technology has specific
characteristics different from other technologies, a novel way
to experiment and test the technology is required. This means
experimenting, testing, and certifying AI-based tools deployed
to distribution and transmission system operators, and also
considering the secure interface between distributed energy
resources and the grid. These tests and experimentation are
urgently needed to integrate the software tool with the existing
control centre as 65% of respondents found low-quality data
sets or a general lack of mappings to link multiple sources as a
barrier. Overall, there are two types of facilities: internal and
shared facilities. The internal facilities of a system operator
verify the functionalities of the developed tool and make
final improvements before deployments. In shared virtual and
physical facilities such as TEF, testing and experimentation
costs can be shared between system operators.

ML testing differs from testing classical software [15].
While software testing primarily identifies bugs within the
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Fig. 2: Circumstantial discovery switchback (a), predefined, embedded switchback (b). AI starts often at TRL 4 making it challenging to switchback to
lower TRLs. (c) Switchbacks to ML toolboxes if use-case-specific tests and requirements were not met, (d) direct switchback and rapid prototyping between
modifying ML toolboxes and final products. Figure from [3].

code itself, ML testing focuses on rectifying errors within
input data, the learning process, structural aspects, and the
model’s hyperparameters. The response of an ML system
can evolve with updates to input and historical data, con-
trasting with the generally static nature of software code.
The forms of test input vary in ML, encompassing input
data for training and operation, as well as the functions of
the model. Additionally, ML testing often yields more false
positives in bug detection compared to traditional software
testing. Bugs in ML systems may manifest in data, code, or
the mathematical algorithms employed, necessitating proactive
involvement from ML engineers throughout the testing phase.
Testing should also capture non-functional requirements such
as fairness, data privacy protection, robustness and security,
explainability, and interoperability.

D. Project Management
ML project management has technical, organisational, and

ecosystem challenges that can trigger changes. Technical and
organisational challenges might relate to

• Data (accessibility, availability, quality), models (perfor-
mance, interpretability, scalability), and experimentation
(slow iteration, reproducibility issues).

• compute and infrastructure, inefficient technical stack
(not evolutive, not interoperable, mismatch between de-
velopment and production environments), keeping up to
date with rapidly evolving software versions, costs

• not well-defined business use case, lack of funding and
manager-buy-in, lack of skills and roles for deployment,
end-user requirements, and adoption, regulation, and
compliance, managing errors

Furthermore, integrating automated machine learning (Au-
toML) methods requires a re-evaluation of the organisational
structure and workflows within ML teams, alongside the
imperative to foster proficiency with these emerging software
solutions. As illustrated in [16], Machine Learning Operations
(MLOps) engineers assume a multifaceted role that combines
expertise from various domains, including data science, data
engineering, software engineering, DevOps, and backend de-
velopment. This interdisciplinary role encompasses the estab-
lishment and management of the ML infrastructure, the orches-
tration of automated ML workflow pipelines, the facilitation
of model deployment into production environments, and the
ongoing monitoring of models and ML infrastructure.

IV. SWITCHBACKS

The roadmap is not unidirectional as Fig. 2 shows.
A. Circumstantial Discovery Switchback

A project could switch back from TRL 4 to 2 (Fig. 2a) if the
chosen model or problem formulation does not produce sat-
isfactory performance. This switchback is typically triggered
when new technical gaps emerge during system integration,
prompting multiple rounds of development iterations. For
example, one might need to better deal with unstructured or
continuous data types or additional features. One might need
to consider larger models or models with more appropriate
architecture to leverage some domain knowledge and problem
structure. For example, physical constraints could be used to
support learning the model [17]. One might also reconsider the
problem formulation in terms of target predictions or learning
objectives. For instance, one could switch from regression
to classification if qualitative results are sufficient, such as
classifying grid states without predicting all the power flows.

B. Predefined, Embedded Switchback

Switching between TRL 4 and 5 (Fig. 2b) is common in ML
due to its experimental nature, requiring iterative experiments
for performance improvement. Sandbox environments should
be first created to allow for quick experiments and updates.
Ideally, experiments should first be run in controlled environ-
ments (e.g., Grid2Op1) with known ground truth using clean
synthetically generated data. In this way, one could distinguish
between issues in problem formulation and model selection.
In the second stage, one can identify issues related to real data
quality (missing, noisy, incomplete). Using real data directly
may lead to unsatisfactory performance and might switch us
back to TRL 2 to rethink the model or problem formulation.
However, it could just be a matter of improving data quality.
Establishing a targeted evaluation scheme helps to identify
performance hindrances and enables quick iterations. This
evaluation scheme set-up should be ideally decoupled from the
model development and be model-agnostic to avoid overfitting
performance on a given solution.

Switching back from TRL 5 to 2 (Fig. 2b) could be
needed after evaluating the performance in specific exam-
ples, possibly with the help of end users. The nonuniform
accuracy may become a concern, especially with a lack of
interpretability or uncertainty estimation. Poor code usability,

1 https://github.com/rte-france/Grid2Op



configuration complexity, and unclear workflows can require
substantial revisions at the initial design stage. Simplicity,
reproducibility, and reusability are crucial for ML to avoid
accumulating technical debt during deployment, maintenance,
and future iterations at TRL 5-6. Inadequate development
tools, experiment versioning, workflow structuring, and data
history can impede project management. Establishing an end-
to-end workflow with simple models to gauge baseline per-
formance supports identifying areas that need more attention
and preventing overemphasis on specific modules that may not
improve overall performance.

C. Switchback When Requirements Not Met
Advancing to a higher TRL for production requires stricter

adherence to recent data, internal IT systems, and external
regulations. Considering continuous end-user feedback via
model retraining may prompt a switchback from 9 to 7 (Fig.
2c). One might also want to log continuous feedback and
preferences from end-users and align the application through
model retraining, triggering a switchback. Considerations for
model performance monitoring, retraining cycles, and trace-
ability are crucial in the AI lifecycle, necessitating extensive
testing with end-user datasets, e.g., switching from 8 to 7.

A review switchback from TRL 7 to 4 may be triggered
at review gates. Such ’gates’ are key decision points in the
project lifecycle where specific components of the ML system
may require further development and are sent back to an
earlier TRL. These may mitigate performance drops due to
a mismatch between the development and production environ-
ment, which leads to a decrease in the expected performance.
Bridging the gap between these environments, especially when
reliant on open-source versus proprietary technologies, may
delay progression until the deployment stack is updated.

Open sourcing often requires different APIs and data trans-
formations for broad usability, which remains crucial later.
The exchange of data pipeline considerations at both levels
4-5 and 7-8 are often fruitful for both sides. When improving
the model, for example, by modifying data features, cycling
back to level 7 can test for unintended consequences or biases.
Similarly, functional features, such as active learning, might
integrate well, but still require some development. One issue
is often the availability of historical data. Augmenting the data
set with partially synthetic data could help. However, caution
is needed with models pre-trained on simulated data and fine-
tuned on real data to avoid miscalibration. Switching back
from level 7 to 4 can address this.

D. Direct, Planned Switchbacks
These are also planned switchbacks in the ML TRL process

(see Fig. 2d) that are not encouraged [3] as they reduce
development speeds. Such planned switchbacks range from
9 to 4 (or 9 to 2) and are often intended to consider field
feedback and incorporate advancements in research.

V. CONCLUSIONS

Urgent innovation is needed for electrical networks. Our
survey highlights opportunities and challenges when inno-

vations use ML. Innovating electrical infrastructure requires
extensive testing, experimentation, and regulations that require
special ethical considerations. Realising faster development
of ML-based solutions, as already realised in other domains,
requires attention to a changing research and development
environment, such as enabling AI innovation laboratories and
open datasets. In response, this paper presents an innovation
roadmap (journey of AI) to collectively realise new use cases
and enhance existing ones.
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