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Abstract. As AI systems increasingly impact critical decisions, ethi-
cal principles should be integrated throughout the entire development
lifecycle. This is particularly relevant when these technologies influence
high-stakes decisions and critical infrastructure. Regulatory efforts em-
phasize the need to adopt an ethics-by-design approach, i.e., embedding
ethics from the earliest stages of development. However, most assessment
frameworks are intended for use after development is complete, which
conflicts with this approach. Relying solely on ex-post evaluations risks
overlooking ethical issues that should be addressed earlier. This high-
lights the need for assessment methods suitable for early and continuous
evaluation throughout the system lifecycle. We propose an assessment
approach that differentiates between ethical concerns and risks that are:
(1) within the current scope, (2) relevant at later stages, and (3) not
relevant. This differentiation enables stage-appropriate, effective appli-
cation of ethics-by-design principles. We demonstrate this in a practical
use case, where we adapt the EU Assessment List for Trustworthy Artifi-
cial Intelligence (ALTAI) to elicit positive functional and non-functional
requirements during the design phase of an AI-assisted decision-making
system for railway management. We show how the method elicits a list
of Technology Readiness Levels (TRL) sensitive requirements. We also
provide suggestions to improve trustworthiness assessment tools suitable
for early-stage evaluation.
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1 Introduction

As artificial intelligence (AI) systems become increasingly embedded in high-
stakes and safety-critical applications, ensuring their ethical and trustworthy de-
sign has become a main concern. Trustworthiness assessment tools have emerged
as practical instruments to guide developers and stakeholders in aligning AI sys-
tems with ethical principles (c.f., [1], [2]). Reviews of existing frameworks can
be found in [3], [4].

One such tool is the Assessment List for Trustworthy Artificial Intelligence
(ALTAI), developed by the European Commission as a framework for ex-post
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self-assessment of AI systems’ trustworthiness [5]. Although ALTAI was origi-
nally intended for use after a system’s development, it is increasingly applied in
ex-ante contexts [6], [7].

When applied during early development stages - such as during proof-of-
concept or low Technology Readiness Level (TRL) phases - the use of assessment
tools designed for ex-post assessments may fail to capture risks that only manifest
in later stages. This can lead to incomplete or misleading assessments and may
prevent the effective integration of ethical principles across the full AI lifecycle.
The European Commission, among others, emphasizes the importance of ethics-
by-design [8], which involves embedding ethical considerations from the earliest
stages of development, rather than addressing them ex-post, i.e., once the system
is fully implemented.

We argue that self-assessment tools must be designed to be applied through-
out the entire design cycle, instead of focusing on ex-post assessments. Conse-
quently, these assessment tools must be designed to explicitly acknowledge the
project scope and intended TRL, as well as support the anticipation of risks that
may manifest at later stages of the cycle or higher TRL and provide guidance
that is appropriate for that stage. By doing so, they should provide guidance that
is appropriate for the current stage of the lifecycle, and guide potential actions
to be taken at later stages. For this purpose, they must differentiate between
elements and characteristics that are (1) relevant and actionable at the current
stage, (2) likely to emerge in future phases, which should be anticipated, and (3)
currently out of scope.

We illustrate this by identifying limitations on the use of ALTAI for early-
stage assessments and propose a methodology to support stage-appropriate anal-
ysis of the trustworthiness of AI systems. This paper presents a methodology for
translating trustworthy assessment questions into positive functional and non-
functional requirements suitable for early stages of the development lifecycle,
thus enabling Trustworthiness-by-design. We illustrate its use in a use case of
AI-assisted decision-making in railway scheduling.

1.1 The Assessment List for Trustworthy AI (ALTAI)

The High-Level Expert Group on Artificial Intelligence, appointed by the Euro-
pean Commission, developed Ethics Guidelines for Trustworthy Artificial Intel-
ligence [9]. These guidelines are supported by the Assessment List for Trustwor-
thy AI (ALTAI), a comprehensive self-assessment tool based on this framework
for achieving Trustworthy AI (TAI). ALTAI is structured around seven key re-
quirements: Human Agency and Oversight: Ensuring AI systems support
human decision-making and autonomy, with adequate human oversight mech-
anisms. Technical Robustness and Safety: Addressing resilience, security,
accuracy, reliability, and fall-back plans. Privacy and Data Governance:
Ensuring data protection and governance align with GDPR. Transparency:
Emphasizing traceability, explainability, and communication. Diversity, Non-
discrimination, and Fairness: Avoiding bias, ensuring accessibility, and in-
volving stakeholders. Societal and Environmental Well-being: Considering
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the impact on society, environment, democracy, and the working environment,
including changes in working arrangements and skills of people interacting with
an AI system. Accountability: Ensuring auditability and risk management. To
avoid confusion with the technical requirements of the use cases, we will refer to
the ALTAI requirements further in this paper as dimensions of trustworthiness.

The ALTAI-based assessment requires going through a set of yes/no questions
on each of the dimensions and their subsections. The ALTAI questionnaire is
available as a checklist and an online interactive tool [5]. The tool is intended
for flexible use, organizations are expected to adapt it to their specific needs
and sectors. Its guidelines specifically mention that the assessors might need
additional questions to complement the assessment depending on the application.
It encourages a multidisciplinary approach, involving various stakeholders such
as AI designers, data scientists, legal experts, and management.

2 Requirement elicitation based on ALTAI

We extend the ALTAI tool to enable assessments applicable at different stages
of the lifecycle. The extended methodology allows not only to assess the trust-
worthiness dimensions, but also elicitation of functional and non-functional re-
quirements explicitly related to these dimensions.

We followed an iterative approach, starting with an initial description of
the use case. The use case description must be defined by a multidisciplinary
set of stakeholders to include domain-specific knowledge from relevant areas.
It describes the AI systems’ tasks and provides an overview of the necessary
functions and tasks of the system.

As a starting point, we use a use case description following standards IEC
PAS 62559 [10] and ISO/IEC 24030:2024 [11]. The detailed description of the use
case methodology is out of scope for this paper and can be found in [12]. Alter-
native methods can be used to define the use case and its context for subsequent
requirement elicitation.

The use case is then analyzed following the ALTAI structure to identify
relevant trustworthiness dimensions that need to be addressed at the current or
later lifecycle stages (See Fig. 1).

Next, based on the description of the use cases, the group of stakeholders
identify requirements of the functions based on the business needs, without ex-
plicitly identifying any specific technologies or products. The same document
can also cover ’non-functional’ requirements, such as constraints, performance,
security, and data interactions with other applications or systems [10].

The next stage of the process is to perform the trustworthiness assessment
based on the current use case description using ALTAI. This allows to iden-
tify new functional and non-functional requirements in an iterative process by
analyzing responses to the ALTAI questionnaire. The process starts with the
definition of the scope of analysis, including the stage of the life-cycle and in-
tended TRL. For each of these questions, stakeholders must determine whether
it is "Relevant for the scope", "Relevant for the full system" or "Not relevant".
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Fig. 1. Methodology for eliciting requirements based on trustworthy assessment.

This distinction is our extension of the method described in [7], and it allows
differentiation during the assessment between the elements or characteristics of
the system, which are not considered in the full use case, those that must be
considered at the current lifecycle stage or scope, and those relevant for a fully
implemented system.

In an iterative process, for each question, the first step is to assess whether is
relevant for the scope of analysis (i.e., lifecycle stage and TRL). In the affirmative
case, it is marked as "Relevant for the scope". If it is not relevant for the scope,
the group should assess its relevance for the full scope of the use case. If the
question becomes relevant at a later phase or for systems with higher TRL, it
is marked as "Relevant for the full system". This process is repeated for all
assessment questions.

The next step focuses on eliciting the technical and non-technical require-
ments. First, it must be checked if existing requirements already address the
relevant questions. In this case, no new requirement will be generated. Oth-
erwise, a new requirement is defined. After this, the use case documentation
is updated to explicitly link each requirement to the relevant trustworthiness
questions.
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Since the ALTAI questionnaire was designed for ex-post analysis, when new
requirements are generated, its questions were rephrased in the form of posi-
tive requirements. This methodology allows us to keep account of the necessary
functionality and ensure that the AI system is aligned with the trustworthiness
dimensions. Its application throughout the lifecycle supports the requirement for
a continuous risk management included in the EU AI Act [13].

3 Application to a use case

We tested the methodology in a use case of AI-based assisted decision making
for railway network control. Since it corresponds to an application in critical
infrastructure, it has higher requirements for trustworthiness. This work was
performed as part of the EU-funded project AI4REALNET. Below, we present
a brief description of the use case. The full description is available in [12].

Business problem: The demand for railway network capacity in terms of
efficiency, network capacity, traffic density and traffic management resilience is
growing rapidly. Simultaneously, environmental awareness results in changing
mobility regulations and the need for novel dispatching technologies.

Objective: AI-based solution must enhance dispatchers’ capabilities by as-
sisting them in rescheduling trains or automating decision-making processes and
providing support for human decision-making in complex operation scenarios.
The AI system should detect deviations in real time, assess their impact on the
overall schedule, and predict issues that may arise in the future.

The AI4REALNET project aims at developing proof of concept (POC) sys-
tems with a maximum TRL of 5 (i.e., limited functionality compared to the full
system). Tests will be performed in a simulated environment focusing on the
technical feasibility.

3.1 Requirement elicitation

The use case description was formulated by the domain experts, industry rep-
resentatives and relevant stakeholders. Next, they performed the ALTAI-based
assessments. The questionnaire was shared as a collaborative document, which
enabled workshop participants, stakeholders, developers, and other contribu-
tors to provide answers to individual questions. A designated domain expert
managed the process, ensuring effective coordination. The collected input was
carefully evaluated to assess the relevance of each question to the use case. The
assessment results were documented in a report including questions, decisions
and supporting arguments. This document summarizes the outcome in a table,
which included a full list of the ALTAI questions and corresponding columns:
Relevance - relevancy of the question for the UC (Relevant for the system -
R full, relevant for scope - R scope, Not relevant - NR); Consideration – a
summary of comments that stakeholders had on the topic, including rationale
for the decision; Measure – if the question is relevant, list of requirements that
address it. An excerpt from this table is presented in Table 1.
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Table 1. Excerpt from the table with the Trustworthiness Assessment.

Dimension: 3 - Privacy and Data Governance
Question: Is your AI system being trained, or was it developed, by using or processing
personal data (including special categories of personal data)?
Relevance Consideration Measure
NR Simulation environments are used

for training.
None

Dimension: 5 - Diversity, Non-discrimination and Fairness
Question: Did you establish a strategy or a set of procedures to avoid creating or
reinforcing unfair bias in the AI system, both regarding the use of input data as well
as for the algorithm design?
Relevance Consideration Measure
R full Bias avoidance must be consid-

ered during development and mon-
itored after implementation.

Introduce Fairness requirements
(Fa-1 and Fa-2) to ensure that the
system fairly distributes unavoid-
able delays throughout the system
and does not unfairly favor spe-
cific Railway Undertaking Operat-
ing Managers (RUOMs)

Dimension: 7 - Accountability
Question: Did you establish a process to discuss and continuously monitor and assess
the AI system’s adherence to this Assessment List for Trustworthy AI (ALTAI)?
Relevance Consideration Measure
R scope Monitoring processes are out-of-

scope for the POC. They must be
considered for the full scope sys-
tem.

No measure for this scope

This structure is similar to [7]. The introduced novelty is the distinction
between "relevant for full system" and "relevant for scope". It allows keeping
track of functionalities planned for different versions of the system and evaluating
their TRL according to the maturity and level of detail of requirements.

The same stakeholder group, which defined the use case description, then
analyzed existing requirements and identified gaps, proposing new requirements
where necessary. All pertinent requirements were incorporated into the official
use case documentation. This systematic evaluation and documentation of ethi-
cal considerations serve to justify the decisions made within the AI4REALNET
project. An excerpt from this list is shown in Table 2.

The final outcome of the process is (i) an assessment Table, where each
relevant question is assigned a trustworthiness-related requirement, and (ii) an
updated list of Use Case requirements.

3.2 Results of the assessment

To evaluate the role of trustworthy dimensions for different scopes, we show the
proportion of questions marked as relevant for the full scope and for the intended
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Table 2. Example of elicited requirements. The full list is available in [14].

ALTAI dimension Subdimension AI4REALNET requirements
Diversity, Non-
discrimination and
Fairness

Avoidance of Un-
fair Bias

The system should not unfairly favor spe-
cific RUOMs. Rescheduling in railway opera-
tions must impact the RUOMs fairly. Measures
should be put in place to ensure that these con-
straints are observed.

Technical robustness
and safety

General safety Identify the system’s levels of exposure to such
threats, both in terms of quantity and duration.

Accountability Risk manage-
ment

Put in place by design mechanism in case of ap-
plications that can adversely affect individuals
in terms not only of hazard but also exposure
and vulnerability.

scope (POC) in Figure 2. Notice that we don’t report the spider diagrams pro-
duced by the online ALTAI assessment tool, as there is no information on how
exactly the information from responses is used to define the visualization.

We can see that assessment of the POC AI system yields a relatively small
number of ALTAI questions as relevant. Since the systems will be developed
and tested in a simulated environment, trustworthiness characteristics, such as
security, are marked as not relevant for this scope as they will depend on other
elements of the whole system. Likewise, in this scope, safety in extreme situations
will not be tested as the simulated data only includes the most common scenarios
and tests for these cases will be planned for later stages or systems with higher
TRL. Overall, the most relevant dimensions for this scope are Human Agency
and Oversight, Transparency, Societal and Environmental Well-being.

When analyzing the trustworthiness of the full scope system, the relevance of
all dimensions increases. 4 dimensions have over 80% relevance: Accountability,
Technical Robustness and Safety, Privacy and Data Governance, Transparency.

In the following paragraphs, we summarize the responses and considerations
gathered from the stakeholders for each of the ethical dimensions making clear
the difference in the functionalities of POC and full use case.

Human Agency and Oversight. The AI system’s interaction with end-
users influences their autonomy and decision-making processes, introducing the
risk of overdependence. Targeted training to ensure users understand the sys-
tem’s functionality and limitations can mitigate this risk. Although the AI does
not simulate human-like interaction, it may still encourage compulsive usage
patterns. In railway operations, varying oversight models - such as Human-in-
the-Loop and Human-in-Command - require well-defined protocols to allow safe
human intervention when the AI is in control. Oversight mechanisms should also
detect undesirable outcomes and enable the management of the system’s adap-
tive learning behavior. These mechanisms must already be tested in the POC to
estimate the impact on the operators. These test should inform decisions about
full-scale deployment.



8 Authors Suppressed Due to Excessive Length

Fig. 2. Comparison of the number of relevant questions in the trustworthiness assess-
ment for full scope and the intended scope (POC).

Technical Robustness and Safety. While the project addresses some ro-
bustness and safety dimensions, further detail is needed during full system de-
ployment (e.g., safety mechanisms like collision avoidance are managed by a
separate component). Resilience against adversarial threats is considered within
the POC, while aspects like certification and long-term security strategies are
beyond the project’s scope. Ensuring fault tolerance and ongoing human involve-
ment in technical evaluations is critical. System performance must be closely
monitored, and uncertainty in AI outputs should trigger human review and con-
trol transfer mechanisms. Continuous learning functions must be documented
and interpretable to preserve both system reliability and human authority.

Privacy and Data Governance. Since the system does not process per-
sonal data, immediate privacy issues are limited. However, as the system evolves,
future stages should include mechanisms to address potential privacy risks. While
current data governance complies with regulatory expectations, specific data pri-
vacy requirements are deemed unnecessary for the POC due to the non-sensitive
nature of the data in use.

Transparency. Ensuring traceability through record-keeping of system de-
cisions - including inputs and outputs - is fundamental for transparency. The
explainability of AI behavior is prioritized to help operators grasp its objectives,
decision logic, and learning patterns. Effective communication between the AI
and human users is essential to minimize misuse and establish trust. System out-
puts are clearly distinguishable from human actions, with users kept informed
about the system’s capabilities and limitations at all times.
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Diversity, Non-discrimination, and Fairness. The AI system must avoid
introducing or reinforcing biases during its development, particularly in ensuring
equitable outcomes such as neutral delay distribution across railway operators.
Inclusive stakeholder engagement, including public and professional workshops,
ensures that development aligns with societal expectations and user needs.

Societal and Environmental Well-being. The system can potentially
bring environmental benefits by improving operational efficiency. Its deployment
will also influence workforce roles and skill requirements, which must be consid-
ered in the design. Collaboration with end-users and human factors specialists
is encouraged to address these impacts. While the system will require new skills,
the development of related training programs falls outside the POC scope.

Accountability. System accountability is supported through exhaustive doc-
umentation and logging practices, which are key for retrospective analysis and
performance tracking. Although comprehensive risk management planning is not
part of POC scope, existing logging infrastructure provides a strong basis for fu-
ture ethical oversight and accountability mechanisms.

4 Recommendations for improving the trustworthy
assessment tools

Create questionnaires tailored to different development stages of the
AI lifecycle. Conducting a trustworthiness assessment from the early stages
and throughout the entire life cycle of development is beneficial for envisioning
measures to ensure trustworthiness-by-design. However, ALTAI was developed
as a post-hoc assessment, and the formulation of questions reflects it.

Our approach to continuous trustworthiness assessment is compatible with
relevant regulatory requirements. The EU AI act, Art 9. states that risk man-
agement "shall be understood as a continuous iterative process planned and
run throughout the entire lifecycle of a high-risk AI system, requiring regu-
lar systematic review and updating" [13]. Likewise, the General Data Protection
Regulation (GDPR), Art. 35, requires that Data Protection Impact Assessments
must be conducted "prior to processing" and continuous regular assessments are
required during the lifecycle as means to address any potential risks [15].

ALTAI-like questionnaires or checklists shall be adapted to become action-
able instruments to adopt these requirements into the development procedure.
For this purpose, the assessment should be designed so as to address specific
challenges at each stage of the lifecycle [16]. These assessments should be con-
ducted as early as possible and repeated after any significant change the system
undergoes. The identification and mitigation of risks secured in this way should
also be consistent with established standards (e.g., ISO/IEC 23894 [17]).

Distinguish between non-relevant and out-of-scope functionality.
As we experienced in AI4REALNET project, some features may not be planned
for the current development scope but are foreseen for later implementations.
If the trustworthiness assessment is performed before the AI system is finalized
this functionality will not be covered by ALTAI. Another factor that influences
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the consistency of the assessment is variations in the understanding of the final
product among different groups of stakeholders. It is hard to generate a robust
result if the participants do not agree on the final product. Collaborative work
during the assessment process contributes to reaching a uniform understanding
of the current scope and the full system, while integrating the different needs
and visions among all stakeholder groups.

Design tailored versions of the assessment tools focused on specific
domains/application types. To increase the effectiveness and efficiency of
the trustworthiness assessment, the questionnaire can be tailored to address the
specificities and risks connected to the domain of the Use Case. For example, the
assessment of the dimension of Human Accountability and Oversight in ALTAI
is directed more to commercial social applications. The current questions do not
sufficiently cover the different types of interactions between the user and AI sys-
tem in the Use Case. It shows how ALTAI does not address all the complexities
of applications of AI-assisted decision making in critical infrastructure.

However, other characteristics might be more crucial to assess in other types
of applications. The functions or properties not mentioned in the ALTAI ques-
tions are not evaluated, disregarding their importance for the AI system and
yielding misleading assessments.

We call for further development of ALTAI-like assessment tools to tailor
them to the specific needs of different domains and improve the coverage of
risks relevant to different applications. This development should include AI and
domain-specific experts.

5 Conclusions

As [18] reflects, AI development does not yet have methods to transfer abstract
principles into practice in a real-world context comparable to other disciplines,
e.g., medicine, especially when it comes to such ethical concepts as responsi-
bility and trustworthiness. The process of transposition of ethical dimensions
into practical requirements resonates with the translation of values into design
requirements, as described by [19]. The translation of general norms into more
specific design requirements demands domain knowledge, is context-dependent
and can take place outside specific design processes. Our approach offers a way
to perform a structural analysis of ethical dimensions –based on the EU Ethical
Guidelines for Trustworthy AI– identify relevancy to the intended AI solutions
and translate the analysis into concrete requirements for the development and
operational use.

The methodology addresses another challenge mentioned by [18]: "normative
practical requirements must be embedded in development processes and func-
tionally implanted in design requirements." The framework has been tested on
real world use cases, but including a multistakeholder group of practitioners, AI
experts, domain experts and industrial partners.

There is a risk that "ethical principles having been written into the business
and use-case, but coded out by the time a system gets to deployment" [20]. Our
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approach mitigates this risk by allowing continuous evaluation of the consistency
of requirements with the trustworthiness dimensions.

This continuous process allows to update the understanding of the system
and its requirements along the AI lifecycle and keep up with the growing TRL.
We argue that trustworthiness assessment tools like ALTAI must explicitly ac-
knowledge the intended TRL and project scope - whether focused on a proof
of concept, pilot, or full deployment. They should differentiate between ethical
concerns and risks that: (1) are within the current scope, (2) may arise at later
stages, and (3) are currently not relevant. This clarity enables more effective and
stage-appropriate application of trustworthiness-by-design principles.
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